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1. INTRODUCTION

This document provides a description of the pavement performance prediction models
implemented in MEAPA. The types of pavements that can currently be modeled are described
below:

AC-GB = Asphalt Concrete over Gravel Base

AC-CSM = Asphalt Concrete over Chemically Stabilized Material

AC-E-AC-GB = Asphalt Concrete over Existing Asphalt Concrete over Gravel Base

AC-E-AC-CSM = Asphalt Concrete over Existing Asphalt Concrete over Chemically

Stabilized Material

e AC-GB-E-AC-GB = Asphalt Concrete over Gravel Base over Existing Asphalt Concrete
over Gravel Base

e AC-GB-E-AC-CSM = Asphalt Concrete over Gravel Base over Existing Asphalt Concrete

over Chemically Stabilized Material

Table 1 shows the different distresses computed for each of the pavements considered in
MEAPA. There are five general analysis steps in MEAPA models:
1. Traffic data processing.
2. Climate data processing and running the mechanistic climatic model (MCLIM) to
compute temperature with depth.
3. Perform structural analysis to compute critical strains and stresses a mechanistic
procedure.
4. Use phenomenological Material Damage Models (MDMs) to compute theoretical failure
condition corresponding to an analysis period for a given critical stress or strain.
5. Compute accumulation of damage.
6. Compute actual distresses using empirical transfer functions.
Steps 1 and 2 are generally common to all of the pavement types. Steps 3 through 6 are
implemented in different ways for different types of the pavements. Subsequent sections include
the implementation details and the basic models used for each pavement type.

Table 1. MEAPA distress outputs for different types of pavements

Pavement type: | AC- AC- | AC- | AC- AC- | AC-
GB CSM | E- E- GB- | GB-
AC- | AC- E- E-
Distress output GB | CSM | AC- | AC-
GB | CSM
AC top-down fatigue cracking (ft/mile) v v v v v v
AC bottom-up fatigue cracking (%) v v v v v v
AC thermal cracking (ft/mile) v v v v v v
Rutting — AC, base subbase and subgrade (in) v v v v v v
Reflective cracking (% lane area) - v v v(1) - -
Chemically stabilized layer - fatigue fracture damage (% lane area) | - v - v - -
Existing AC layer - fatigue fracture damage (% lane area) - - v v
International Roughness Index (IRI) (in/mile) v v v v v v

Notes: () Reflective cracking is due to the existing asphalt layer, not CSM.



2. TRAFFIC DATA PROCESSING

The main traffic inputs needed by the models are listed in Table 2. As shown, there are 19
different scalar inputs and 11 vectors or matrices (e.g., axle load spectra). These inputs are
essentially the same inputs in the NCHRP 1-37A Mechanistic Empirical Pavement Design Guide
(MEPDG). One of the most important steps in traffic data processing is the computation of the
actual number of single, tandem, tridem and quad axles per analysis period, per weight category.
In other words, all the traffic inputs, such as axle load spectra, axles per truck, class distribution,
growth...etc. are all converted into the following:

N?in‘flfe =Number of single axles in month i, year t, corresponding to axle weight wy,

where k = 1...39 and w;, = 3000, 4000, ... 41000 (Ib).

N ,?f;’;,‘ffm =Number of tandem axles in month i, year t, corresponding to axle weight w;,

where k = 1...39 and w;, = 6000, 8000, ... 82000 (Ib).

N f’;‘ﬁim =Number of tridem axles in month i, year t, corresponding to axle weight wy,

where k = 1...31 and w;,, = 12000, 15000, ... 102000 (1b).

N fi‘;‘i =Number of quad axles in month i, year t, corresponding to axle weight wy,

where k = 1...31 and w;,, = 12000, 15000, ... 102000 (1b).

The parameters listed above are used in damage accumulation models in different pavement

single yrtandem pytridem quad . . . )
types. The Ny, s Nitw, > Nigw, —and N;,,, are three-dimensional matrices that includes

the number of single, tandem, tridem and quad axle applications in month 1, year t,
corresponding to axle weight wy, in the k’th weight category. Computation of these matrices are
described below. [t is noted that the bolded variables are either vectors or matrices, whereas un-
bolded parameters are scalars.

1. First, the number of trucks for each month for each class is calculated for year 1:

NT;

ijt=

1 = AADTT * PP * P" « MDF,; + N{ x PT [1]

where ;
NT;;,—1=Number of trucks for each month i (i = 1...12), for each FHWA class j (j = 1...10) for year 1
AADTT =Annual average daily truck traffic
PP =Percentage of trucks in design direction
Pt =Percentage of trucks in design lane
MDF;; =Monthly distribution factor for each month i (i = 1...12), for each FHWA class j (j = 1...10)
N;i =Number of days in a given month. N;’ = [31,28,31,30,31,30,31, 31, 30, 31, 30, 31] for January
through December, respectively.
P,-T =Percentage of trucks for a given class FHWA class j (j = 1 ...10). It is noted that 2}21 P]T = 100%



Table 2. MEAPA raw traffic inputs

Input Category | Variable® | Description
AADTT Annual average daily truck traffic
Pt Percentage of trucks in design direction
— PP Percentage of trucks in design lane
5 \ Operational speed
g t Traffic opening year
&) 0]
m, Traffic opening month
t, Analysis duration
Sd Wheel wander standard deviation
. W, Average axle width®
= St Tandem axle spacing
2 g Ser Tridem axle spacing
< X Syq Quad axle spacing
§ Sat Dual tire spacing
P, Tire pressure
. Sex Average spacing of short axles
%(,’, S Average spacing of medium axles
é‘ Sie Average spacing of long axles
o P, Percent trucks with short axles
§ Py Percent trucks with medium axles
P, Percent trucks with long axles
o R > _§ P]-T Percentage of vehicles in a given FHWA class j
% g § g _§ GIT Compound growth rate for a given FHWA class j
o ©
=T 5= g MDF; Monthly distribution factor for each month i for each FHWA class j
n n ]
f:é R NA;™ ' | Number of single axles per FHWA class
(8]
Sl
° § NA}“""’“" Number of tandem axles per FHWA class j
—aié T NA]‘-ride’" Number of tridem axles per FHWA class j
2 g NA;.’uud Number of quad axles per FHWA class j
Percentage of single axles in i*" month per FHWA class j, corresponding to
pf;'x’:e axle weight w; where k = 1...39 and w;, = 3000, 4000, ... 41000 (Ib). Note
) ingl
that Y32, Qf}fjvie =100%
§ Percentage of tandem axles in i*® month per FHWA class j, corresponding to
) piandem axle weight w; where k = 1...39 and w;, = 6000, 8000, ... 82000 (Ib). Note
2 M that X3, prendem — 1009
= k=1"1,j,wg — 0
g Percentage of tridem axles in i** month per FHWA class j, corresponding to
ﬂ Pf;“‘f,f("‘ axle weight w;, where k = 1...31 and w;, = 12000, 15000, ... 102000 (1b).
% Note that Y31, P{7iec™ = 100%
Percentage of quad axles in i" month per FHWA class j, corresponding to axle
p;’;‘;‘z weight wy, where k = 1...31 and w;, = 12000, 15000, ... 102000 (Ib). Note

that Y31, P2 — 1000

k=1"ijwg

Notes: ) Subscript i represents each month, i.e., (i = 1 ...12). Subscript j represents each
FHWA class, i.e., (j = 1...10). @ Only used in rigid pavement analysis.




Next, the number of single, tandem, tridem and quad axles are calculated for year 1, for each
class for each month:

NASS' = NT,j,_, « NAT"9' .
NA%J’,?i“im = NT;j;1*N A]{lmdem .
NAZHem = NT;;,_q » NAjTidem .
NAngjl = IVTi_].'t=1 % NA;’u“d .

where;
NT;;,—1 =Number of trucks for each FHWA class j (j = 1...10), for each month i (i = 1...12), for year 1
NAf;"{‘i’f =Number of single axles in an FHWA class j (j = 1...10), for each month i (i = 1...12), for year 1

NAE“]?f}g‘im=Number of tandem axles in an FHWA class j (j = 1...10), for each month i (i = 1...12), for year 1
NAf;_"tdfl"‘ =Number of tridem axles in an FHWA class j (j = 1...10), for each month i (i = 1...12), for year 1
NA?;‘:‘:"’I =Number of quad axles in an FHWA class j (j = 1...10), for each month i (i = 1 ... 12), for year 1

NA]?""HIe =Number of single axles per FHWA classj (j = 1...10)
NAjendem=Number of tandem axles per FHWA class j (j = 1.... 10)
NA}”de"‘ =Number of tridem axles per FHWA classj (j = 1...10)
NA;.’““d =Number of quad axles per FHWA class j (j = 1...10)

Next, the growth factor is computed for each year t. There are two options for growth of traffic;
(1) compound and (ii) linear. If compound growth is assumed for a given truck class, the
following equation is used to compute the growth factor:

GF, =1+ G]-T)(t‘l) [6]

where;
GF;=Growth factor at time # (years) for an FHWA class j (j = 1...10)
G]T =Compound growth rate for an FHWA class j (j = 1 ... 10), in terms of fractions, i.e., for 10% enter 0.1
t =Timeinyears,t = 1...t, where t, is analysis duration

If linear growth is selected for a given class, the following equation is used to compute the
growth factor:

GF,; = (1 + (t — 1)GT) [7]

Then, the number of single, tandem, tridem and quad axles are calculated for each year ¢, for
each month i, for each class j:

NAG' = NAT « GE, [8]
NALGndem = NASndem « GF,, [9]
NAgdem = NAidem « GE, [10]
NAJH = NAT, « GFy, [11]

where;



NA?;."tgle =Number of single axles in an FHWA class j (j = 1...10), for each month i (i = 1...12), for year t
~ (t =1...t, where t, is analysis duration)

NAE“]?”}de’"=Number of tandem axles in an FHWA class j (j = 1...10), for each month i (i = 1...12), for year t
(t =1..t, where t, is analysis duration)

NAf;_"tde"‘ =Number of tridem axles in an FHWA class j (j = 1...10), for each month i (i = 1...12), for year t
(t =1..t, where t, is analysis duration)

NA;I]‘_‘;“” =Number of quad axles in an FHWA class j (j = 1 ...10), for each month i (i = 1...12), for year t

v (t = 1...t, where t, is analysis duration)

Next, the number of axles corresponding to each axle weight category is computed:

NA S = NA « P [12]
NAfandem — ygtandem , ptandem [13]
NAJEom = NAFSEe™ « Piiem [14]
NA( o, = NAT T« P [15]

where;
NAf;’;!";i = Number of single axles in an FHWA class j (j = 1...10), for each month i (i = 1 ... 12), for year t
o (t =1...t,, where t, Is analysis duration), corresponding to axle weight w;, Where k = 1...39
and w;, = 3000,4000, ...41000 (Ib).

NAE‘;”}_ﬁfkm= Number of tandem axles in an FHWA class j (j = 1...10), for each month i (i = 1...12), for year ¢
(t =1...t,, where t, Is analysis duration), corresponding to axle weight w;, Where k = 1...39
and w;, = 6000, 8000, ...82000 (Ib).

NAthdf,;n = Number of tridem axles in an FHWA class j (j = 1...10), for each month i (i = 1 ... 12), for year t
(t =1...t,, where t, Is analysis duration), corresponding to axle weight w; Where k = 1...31
and w;, = 12000, 15000, ... 102000 (Ib).

NA;’;‘fzk = Number of quad axles in an FHWA class j (j = 1...10), for each month i (i = 1 ... 12), for year t

o (t =1...t,, where t, Is analysis duration), corresponding to axle weight w;, Where k = 1...31
and w;, = 12000, 15000, ... 102000 (Ib).

single — Percentage of single axles in it" month per fhwa class j, corresponding to axle weight w;, where
iLjwi k =1..39 and w;, = 3000, 4000, ...41000 (Ib). Note that };32 Pl.‘sjlzlgkle =100%

ptandem = Percentage of tandem axles in i*" month per fhwa class j, corresponding to axle weight w; where
Liwi k =1..39 and w; = 6000,8000, ...82000 (Ib). Note that Y32, Pfendem = 100%

k=1%1,jwg
ptridem = Percentage of tridem axles in i*"* month per FHWA class j, corresponding to axle weight w; where
AL k =1..31andw, = 12000,15000, ... 102000 (Ib). Note that Y31, Pf7'2€™ = 100%

i,jWi

quaa = Percentage of quad axles in it" month per FHWA class j, corresponding to axle weight w;, where
ijwi k =1..31and w, = 12000, 15000, ... 102000 (Ib). Note that Y31, Pz%ﬁ,‘: =100%

Finally, the number of axles are summed over j (i.e., classes) to compute the total number of
applications of single, tandem, tridem and quad axles, regardless of the class:

Niool® = 10 NAT S [16]
Nigndem — 310, y gtandem [17]
Nige™ = Xj2 NAGEo [18]
Nipwe = i NAT [19]

where;



NA?invfle = Number of single axles for each month i (i = 1...12), for year t (¢t = 1 ... t,, where t, is analysis
ok duration), corresponding to axle weight w;, Where k = 1...39 and w;, = 3000, 4000, ... 41000
(Ib).
NAlF“zf;V"f‘em= Number of tandem axles for each month i (i = 1...12),foryeart (t = 1...t,, where t, is analysis
duration), corresponding to axle weight w;, Where k = 1 ...39 and w;, = 6000, 8000, ... 82000
(Ib).
NAf;f“f,im = Number of tridem axles, for each month i (i = 1...12), foryear t (t = 1 ...t,, where t, is analysis
duration), corresponding to axle weight wy, where k = 1...31 and w;, = 12000, 15000, ... 102000
(Ib).
NA;’;‘;d = Number of quad axles i, for each month i (i = 1...12), foryeart (t = 1...t,, where t, is analysis
"~ duration), corresponding to axle weight w;, Where k = 1...31 and w;, = 12000, 15000, ... 102000

(Ib).



3. CLIMATIC MODEL

The climatic model in MEAPA is very similar to the Enhanced Integrated Climatic Model
(EICM) in the MEPDG. The EICM in the MEPDG includes the following three major
components:
* Prediction of temperature with depth is based on the model:
* The Climatic-Materials-Structural Model (CMS Model) developed at the
University of Illinois (Dempsey, 1969)
* Prediction of moisture with depth is based on the model:
* The Infiltration and Drainage Model (ID Model) developed at the Texas
A&M University(R L Lytton et al., 1993)
* Prediction of frost heave:
* The CRREL Frost Heave and Thaw Settlement Model (CRREL Model)
developed at the United States Anny Cold Regions Research and
Engineering Laboratory (CRREL).

MEAPA climatic model is essentially the same as the CMS model implemented within the
Enhanced Integrated Climatic Model (EICM) to predict pavement temperatures with depth. The
main references cited for the EICM temperature prediction models in the MEPDG
documentation are (Larson & Dempsey, 1997)(Dempsey & Thompson, 1970). Unfortunately,
none of these references provided sufficient detail to implement the climatic model. The project
team obtained the hard copy of the original PhD dissertation by Barry Dempsey (Dempsey,
1969), which included most of the details, but not entirely. Further literature review revealed that
the information in Dempsey’s dissertation (Dempsey, 1969) coupled with detailed formulations
for daily solar radiation in (Diefenderfer & Al-Qadi, IL, 2003) provides most of the steps
required. Further reading into the Fortran codes in Dempsey’s dissertation, and using new
algorithms for sunrise and sunset times in different days of the year at different geographic
locations completed the steps.

Two major components of the MEAPA climatic model include:
- Energy balance at the surface, where convection and radiation are dominant
- Progression of temperature within the pavement, where conduction is dominant

Figure 1 shows the sublayering scheme used by Dempsey (Dempsey, 1969). In MEAPA, a

similar sublayering scheme is used, where the sublayers were all 2 in thick until 73 inches of
depth, after which the sublayers were 23.667 inches thick.
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Figure 1. Pavement sublayering in the climatic model (Dempsey, 1969).

3.1 Energy balance at the surface

At the surface of the pavement, the temperature is mostly affected by the convection and
radiation. Figure 2 shows the conceptualized heat transfer phenomena between the pavement
surface and the air and during a sunny/partly cloudy day.



Qs+Qa_Qe$Qc$Qh$Qg=0 [20]

where;
Q. = heatflux resulting from long-wave radiation emitted by the atmosphere, Btu/ft2—hr;
Q. = heat flux resulting from convective heat transfer, Btu/ft2-hr;
Q. = heat flux resulting from long-wave radiation emitted by the pavement surface, Btu/ft2—hr
Qy, = heatflux conducted into pavement, Btu/ft2—hr;
Qn = heat flux resulting from transpiration, condensation, evaporation, and sublimation, Btu/ft2-hr;
(@y= assumed zero)
Qs = netshortwave radiation entering into the energy balance at the pavement surface, Btu/ft2-hr;
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Figure 2. Heat flux boundary condition at the surface (Dempsey, 1969)
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Figure 3. Illustration of the surface nodes used in the energy balance equation

Dempsey (Dempsey, 1969) provides an incremental formulation to solve for pavement surface
temperature based on the net radiation flux (Q,44):

2KAt 2HAt 2KAt 2HAt 2At
Tt +80 = Ty(0) (1= 25 =2+ T, (0 25 + T (O 2 + Qraa(O 2 [21]
where;
T, = surface temperature (°F) - see Figure 3
T, = temperature of the first node within the pavement (°F) - see Figure 3
H = Convection coefficient (btu/ft2-hr-F), which can be calculated using the following formula:
H = €y [0.00144V,23U°%7 + 0.00097 (V; — V)]
where;
V. = air temperature (°C)
Vi = pavement surface temperature ("C)
Vm = average air temperature and pavement surface temperature in Kelvin, where
Vl + Vair
V, =273.0+ —
U = average daily wind velocity in m/sec
Cyne = 122.93 (unit conversion coefficient from ‘gm-cal/cm?2-sec-C’ to ‘btu/ft2-hr-F’
T, = air temperature (°F) - see Figure 3

K = thermal conductivity (btu/(hr*ft*°F))
C = heat capacity (btu/(Ib*°F))

Az = spacing between the nodes (ft)
Q,qa = netradiation flux influencing heat transfer at a surface, Btu/ft2-hr, which is defined as follows:
Qrad = Qs + Qa - Qe [22]
where;
Qs = netshortwave radiation entering into the energy balance at the pavement surface, Btu/ft?-hr;

Qa

heat flux resulting from long-wave radiation emitted by the atmosphere, Btu/ft2—hr;

13



Q. = heat flux resulting from long-wave radiation emitted by the pavement surface, Btu/ft2—hr

where
s
Q=Q~Q =axRy®*(A+Bx755) [23]
where
Q; = heat flux resulting from incident short-wave radiation, Btu/ft>-hr;
Q, = heat flux resulting from reflected short-wave radiation, Btu/ft*-hr;
A = 0.202 (Dempsey, 1969)
B = 0.539 (Dempsey, 1969)
s = % sunshine
a = absorptivity of pavement surface = 0.85-0.9 for asphalt, 0.6-0.7 for concrete (Dempsey’s
dissertation); (The pavement surface thermal emissivity for estimating the longwave radiation
intensity balance was equal to 0.9 and the solar absorption coefficient was equal to 0.95. (Minhoto
etal., n.d.))
R,(t) = solar radiation at time t, Btu/ft’-hr— see discussion on this parameter later in this section.

There are two optional approaches in MEAPA to compute the Q, and Q,.

‘Original’ Method
This is the method implemented in the original MEPDG formulations, where the following
formulations were used to compute the Q, and Q,:

Qo =0, [24]
100 —s
Qe = @ (1= N+ —55~) [25]
where

N = cloud base factor, which ranges from 0.8 to 0.9 (assumed N = 0.8)
s = % sunshine
Q, = long-wave radiation emitted from a surface without cloud cover correction, Btu/ft2-hr, which is

defined as follows:

Qx =0ex* T14R
where;
o = 0.172x10-8 Btu/hr-ft2-R* (Stefan-Boltzmann constant)
e = Emissivity. Emissivity values are typically between 0.93 and 0.98 (assumed € = 0.95)
(Marchetti et al., 2004)
Tir = Rankine temperature of surface node
Q, = long-wave back radiation not corrected for cloud cover, Btu/ft2—hr, which is defined as follows:
Qz =0 * T;irR * [G _] * (10—pp)]
where;
= 0.77
= 0.28
p= 0.074

p= vapor pressure = 1-10 mmHg
Txrr= Rankine temperature of air
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‘Revised’ Method

This is an improved (more physically consistent compared to the original EICM) method that can
better consider the effects cloud cover (Forman & Margulis, 2010; Sugita & Brutsaert, 1993). In
this method, the following formulations were used to compute the Q, and Q,:

100 —s
Qa = Qz * <1 + Nrev * W) [26]
Qe = Qx [27]
where
Nrev = Revised cloud base factor, which is equal to 0.17.
s = % sunshine
Q, = long-wave radiation emitted from a surface without cloud cover correction, Btu/ft2-hr, which is
defined as follows:
Qx =oe* T14R
where;
o = 0.172x10-8 Btu/hr-ft2-R* (Stefan-Boltzmann constant)
e = Emissivity. Emissivity values are typically between 0.93 and 0.98 (assumed € = 0.95)
(Marchetti et al., 2004)
Tir = Rankine temperature of surface node
Q, = long-wave back radiation not corrected for cloud cover, Btu/ft2—hr, which is defined as follows

(Idso, 1981):
Q, =0 *Tr r *[0.74 + 0.0049 * p,,,,]

a

where;
Pmp = vapor pressure in Millibar (1mm-Hg = 1.3322 Millibar)
Tarr - = Rankine temperature of air

Numerical Stability
It should be noted that for numerical stability of the finite difference formulation given in
equation [21], the following condition must be met:

yCAz

At < ——m——
= K [28]
Z(H + Az

3.1.1 Daily and hourly solar radiation (R)

Daily solar radiation is computed using the following formula Diefenderfer and Al-Qadi, IL,
“Development and Validation of a Model to Predict Pavement Temperature Profile.” (kJ/m>-day
or Btu/ft*>-day (1 kJ/m2-day = 0.088055075028155 Btu/ft>-day)):

24 . . WsTT
R =— Iy E, sing sing [1;—0 - tanws] [29]
where;
R = Average daily solar radiation on a horizontal surface (kJ/m2-day). R is parabolic during the day,
equal to zero during the night.
Isc = solar constant = 4871 k] /m2-hr (= 442 Btu/ft2-hr)
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¢ = latitude (degrees)
E, = eccentricity factor:
E, = 1.000110 + 0.034221cosI" + 0.001280sinI" + 0.000719cos2I' + 0.000077 sin 2"
= 2”;17’;"1 = day angle (rad)
dn = The day number of the year ranging from 1 to 365
é = Solar declination (degrees)
6 = (0.006918 — 0.399912cosT + 0.070257sinI’ — 0.006758cos2I" + 0.000907sin2l
—0.002697cos3T + 0.00148sin3T")
ws = sunrise hour angle (degrees);

ws = cos™}(—tan ¢ tan §)
Few example daily solar radiation values are illustrated in Table 3.

Table 3. Daily solar Radiation Values for Four Locations in the Eastern United States

2
Location Latitude, °N Ho, kW/m"day
January 1 May 1 September 1
Caribou, ME 46.87 9580 36095 31820
Washington, DC 38.95 14461 37661 34214
Blacksburg, VA 37.19 15554 37927 34664
Tampa, FL 27.97 21207 38801 36505

In order to be able to calculate the hourly temperature with depth, the daily solar radiation needs
to be converted to hourly solar radiation for each day. For this, Dempsey (Dempsey, 1969)
assumed a parabolic shape, as shown in Figure 4, between sunrise and sunset times. There is no
information in Dempsey’s dissertation as to how the sunrise and sunset times are determined
(Dempsey, 1969). In Figure 4, it is shown that 6am is the assumed sunrise time and 6pm is the
assumed sunset time. In this project, an algorithm (see Figure 5) was used to compute the sunrise
and sunset times based on latitude, longitude, date and time in a year.

E 400 v
o
:.‘ 200¢- . 1
=H .
v ..
= - b
o -
- 23C-~ e e 1
-4 .
g .
« 100
q b
o o " A A I A A A A I i
CAMT B 9 10 1 NIPM2 3 a4 S5 s 7
T'IME, MR

Figure 4. Assumed variation of intensity of solar radiation in Dempsey’s dissertation
(Dempsey, 1969).

function [rise_ time, set time] = f sun up down(date, latitude, longitude, daylight saving, UTC)
% example inputs:
$ date = '2009-05-20"
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% latitude = 42.699013;

% longitude = -84.412416;
% daylight saving =1
% UTC = -5

%$Calculates Julian Day Number (jdn)
date_str = strsplit(date, )
year = str2double (char (date_str(1l)))
month = str2double(char (date_str(2))
day = str2double (char (date_str(3)));

) i
a = floor((14 - month)/12);

y year + 4800 - a;
m = month + 12*a - 3;

jdn = day + floor ((153*m + 2)/5) + 365*y + floor(y/4) - floor(y/100) +
floor (y/400) - 32045;

%$Calculate days since 1lst Jan 2000
n = jdn - 2451545 + 0.0008;
J star = n - longitude/360;
M = mod(357.5291 + 0.98560028*J_star, 360);
C = 1.9148 * sind(M) + 0.0200 * sind(2*M) + 0.0003 * sind(3*M);
lambda = mod(M + C + 180 + 102.9372, 360);

J _transit = 2451545.5 + J star + 0.0053*sind(M) - 0.0069*sind(2*lambda) ;
delta sin = sind(lambda)*sind(23.44);
omega 0 cos = (sind(-0.83) -
sind(latitude) *delta_sin)/ (cosd(latitude) *cosd(asind(delta_sin)));
J set = J transit + acosd(omega 0 cos)/360;
J rise = J transit - acosd(omega 0 cos)/360;
rise time = (J _rise - jdn)*24 + daylight saving + UTC;
set_time = (J_set -jdn)*24 + daylight saving + UTC;

Figure 5. A MATLAB algorithm to calculate sunrise and sunset times.

Figure 6 shows an example sunrise and sunset times in a year for Lansing, MI.

22 T T T T T T T

Sunrse time
201 Sunset time | |

- N - -
N I (] [ee]
T T T T
1 1 I 1

Sunrise/sunset time (hr)
>

4 1 1 1 1 1 1 1
0 50 100 150 200 250 300 350 400

Day

Figure 6. Example sunrise and sunset times for Lansing, MI (daylight savings time is
ignored)
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Figure 7. Parabolic shape of the hourly solar radiation variation

Once the sunrise and sunset times in a given day are obtained, the total daily solar radiation is
converted into hourly solar radiation using the following parabolic formula (derived from the
Fortran source code in dissertation by Dempsey 1969) (see Figure 7):

3R
R,(t) = m(wz —xz) [30]
where;
R,(t) = solar radiation at time t, Btu/ft2-hr
x,w = see Figure7
w = (tss —tsr)/2
X = (t = tpear)
tg- = sunrise time
tss = sunsettime
tpeak = time when sunis atits peak = (&g + tg.)/2
R = total solar radiation per day Btu/ft2-day

Note that R(t) = 0if t <ty ort >ty
3.2 Propagation of surface temperature into the pavement layers

Conduction is the dominant mechanism for propagation of the surface temperature into the
pavement structure. For this, the one-dimensional Fourier heat-transfer finite difference equation
is used:

0°T 10T

_1lor 31
0z adt 31]
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The equation above can be discretized into the following set of equations, based on the sublayer
definitions illustrated in Figure 8.

o «a

T E(Tn_l — 2T, + Tp4,) fornodesn=2..N—1 (32]
oT «a
=7 = 7,7 (Tt = 2T + Toop) for node n = N (33]

Ta(t +At) = T, (£) + SAt [34]
where;
N = total number of nodes
thermal diffusivity (ft*hr) (a = K/Cy)
Teurs = surface temperature ('F)

Teon = 51°F = constant temperature at a depth of 144 inches ('F)

)
Il

For numerical stability, time step should be kept below a certain value, as described below:

yCAz?
< 35
At < —— [35]

Constant Tempercture
Node

AW

Tyan

Figure 8. Pavement sublayers used in the climatic model
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At the interface between two layers of asphalt or interface between the base/asphalt etc., the
following equation is used to propagate the temperature (for nodes n=2...N-1)

aT 1

E = AZZ(Cn—ﬂ/n—l ¥ CootVnss) (Th-12Kp_1 — 2T, (Kp—1+ K1) + Tns1 2K 11) [36]

For stability of the equation above, the following equation must be hold:

(Cn—l)/n—l + Cn+1)/n+1)AZZ

At < 37
Z(Kn—l + Kn+1) [ ]

3.3 Example runs and validation

Figure 9 illustrates an example pavement structure with temperature variation with depth, at
specific time (t=46 hrs after the beginning of the simulation). In AC modeling, histogram of the
hourly temperatures are computed for each month (see Step 2 in Figure 9), then the histogram is
divided into five equal intervals, i.e., quintiles. Then the temperature at the center of each
quintile is computed. The pavement structural models in AC is run using the moduli that
correspond to each quintiles and distresses are computed at each of the five quintiles.

Step- 2: Calculate quintiles

for each sublayer
Pavement layer temp., t=46.0944 hrs, 1979070221 '

z (in)

o 40 60 80 100
10 : : : : TCF)

T(°F)

Subgrade

Lansing, Ml
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Figure 9. An example temperature profile computed by the climatic model and illustration
of the determination of the temperatures at each quintile.

A comparison of the temperatures in different quintiles computed by the EICM model and the
MCLIM climatic model coded herein are shown in Figure 10 for several depths. As shown, a
very good match is visible at depths closer to the surface. The difference increases with
increasing depth.
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Figure 10. Comparison of EICM and the MEAPA climatic model at different quintiles, at
different depths.
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4. MODELING AC-GB: ASPHALT CONCRETE OVER GRAVEL BASE

As mentioned previously, the following distresses are computed for the pavement type AC-GB
(Asphalt Concrete over Gravel Base):

Nk =

AC top-down fatigue cracking (ft/mile)

AC bottom-up fatigue cracking (%)

AC thermal cracking (ft/mile)

Rutting — AC, base, subbase, subgrade (in)
International Roughness Index (IRI) (in/mile)

The general steps of the algorithm are as follows:

l.

Development of the |E*| master curves for the AC layer(s)

Sublayering of the structure

Calculating equivalent frequencies and load correction factors using the MEPDG

procedure

Running the climatic model and obtaining temperature at the center of each sublayer

Running the Global Aging System (GAS) model

Calculation of the elastic moduli in five quintiles in a given month using the temperature

at each quintile, frequency and the |E*| master curve coefficients.

Defining the critical strain locations for each type of distress

Running the thermal cracking model

Running the MatLEA structural response model at each quintile of each month, then:
a. Compute the top-down cracking increment

. Compute the bottom-up cracking increment

Compute the AC rutting increment

Compute the base/subbase rutting (same model) increment

Compute the subgrade rutting increment.

Summation of the distresses computed during 5 quintiles of each month to

compute the cumulative monthly distresses.

mo Ao o

10. Compute IRI values for each month
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4.1 Development of the |[E*| master curve(s) for the AC layer(s)

The following sigmoid formulation is used to construct the |E*| master curves for each AC layer:

c2

lOg(lE*l) =cl+ 14eC3+c4log((tr) [38]
where;
|E*] = Dynamic modulus.
t, = Time of loading at the reference temperature.

cl = Minimum value of E*.
cl+c2 Maximum value of E*.
c3,c4 Parameters describing the shape of the sigmoidal function.

The reduced time (t,.) is essentially equivalent to stress pulse duration, and defined using the
following formula:

log(t,) = log(t) — log[a(T)] [39]
where;
t, = Time ofloading at the reference temperature.
t = Time ofloading at a given temperature of interest. It is assumed thatt = 1/f
where f = frequency (Hz) at the center of the sublayer.
a(T) = Shift factor as a function of temperature.
T = Temperature of interest.

The shift factor coefficient is a function of the temperature:

log(a(T)) = al(Tz - Trzef) + a, (T - Tref) [40]

where;

a(T) = Shift factor, as a function of temperature.
a,,a, = Constants.

T..f = Reference temperature

In addition, a gaussian function is fit to the phase angles, to develop a phase angle master curve:
_(da+logty)?
¢=de 2% [41]

where;
)] = Phase angle (degrees).
d,,d,,d; = Constants.
logt, = Logarithm of the reduced time

An example |E*| and phase angle inputs and corresponding |[E*| and phase angle master curves
are shown in Figure 11.
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Mixture |E*| (psi)
T (F) \ f(Hz) 0.1 1 10 25
14 2080818 2576683 2965251 3089022
40 884204 1415009 1981830 2196098
70 196099 416308 790492 981083
100 45980 98647 218399 296475
130 17794 32017 65494 89249
Mixture Phase Angle (degrees)
T (F) \ f(Hz) 0.1 1 10 25
14 11.0 7.0 4.1 3.2
40 22.0 16.9 11.9 10.1
70 29.3 27.1 23.0 21.0
100 27.1 29.3 29.2 28.4
130 20.4 25.1 28.4 29.2 T=14F
+ T = 14°F shifted poly
10" ¢ = 40°
F T = 40°F
i T = 40°F shifted poly
H T = 70°F
_10%E + T =70°F shifted poly
I T = 100°F
= + T =100°F shifted poly
a1 T =130°F
5L
107 E + T =130°F shifted poly
F — Fit-psi
F -~ - Fit-MPa
[ <
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Figure 11. An example |E*| and phase angle input and corresponding |E*| and phase angle

master curves

4.2 Sublayering Pavement Structure and Analysis Points

Pavement layers are sublayered into several layers. This is needed for:
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- Calculation of temperature, frequency and then the moduli of each AC sublayer using the
|[E*| master curve coefficients.
- Calculation of the rutting at the center of each sublayer in all pavement layers
- Calculation of thermal stresses at the center of each sublayer in thermal cracking model.
The sublayering is done using the following rules:

- Top layer:
- If the thickness is greater than 1.5, subdivide into layers with 0.5, 0.5, 1” layers
and the remaining thickness. For example, if the thickness is 1.75”, the sublayers
are 0.5”, 0.5” and 0.75”. If the thickness is 4.25”, the sublayers are 0.5, 0.5,
0.257,1”,1” and 1”.
- If the thickness is less than 1.5, there is no sublayering. Entire layer is treated as
one sublayer.
- Subsequent layers:
- If the thickness is greater than 2”, subdivide into multiple 2” sublayers and
remaining thickness. One exception is that if the remaining thickness is between 2”
and 47, entire remaining thickness is treated as one sublayer.
- If'the thickness is less than 27, there is no sublayering. Entire layer is treated as one
sublayer.
Figure 12 shows example sublayering of a three-layer structure. Figure 12 also shows the
structural analysis points for a single axle, dual tire. The analysis points for the single axle dual
tire are selected as follows:

- In z-direction: At the surface, center of each sublayer, at the bottom of the AC layer and
the top of the subgrade

- In x-direction: At the center between the dual tire, halfway between the center of the dual
tire and the edge of the tire, at the edges of the tire, at the center of the tire, then 47, 87,
16”7, 24” and 32 away from the outer edge of the tire.

Figure 13 shows the analysis points for the single, tandem, tridem and quad axles. In z- and x-
directions, the points are selected same as the single axle and this set is herein called the XZ
point cloud. In tandem axle, 3 sets of XZ point clouds are placed; two at the centerlines of the
two dual tires and one at the midpoint between the axles.

Similarly, in tridem and quad axles, the XZ point clouds are placed along the centerlines of the
dual tires and at the midpoint between the dual tires in the y-direction. As a result, 5 sets of XZ
point clouds are generated in tridem axle and 7 sets of XZ point clouds are generated for the
quad axle, as shown in Figure 13.
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Figure 12. Example sublayering of a three-layer structure and analysis points for the single
axle dual tire configuration
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Figure 13. Analysis points for the single, tandem, tridem and quad axle configurations.
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4.3 Calculation of the loading frequency

The calculation of the loading frequency is based on the concepts used by the MEPDG, where
the stress pulse is assumed to be haversine, and its duration depends upon the vehicle speed and
the depth of the point of interest below the pavement surface. The following equation relates the
time of load to the vehicle speed, and the effective length of the pulse.

Lesy
= 42
17.6 v [42]

where;
t= Duration of load (sec)
Loss= Effective length (inch)

ve= Velocity (mph)

The calculation of the effective length at a given point is described in the next paragraphs. The
loading frequency (f, in Hz) is based on the base time of the loading pulse, according to the
following relationship:

1
f=7 [43]

The traffic load applied on top of the pavement surface produces stresses in the underlying
layers. These stresses spread as a function of the stiffness: stiffer materials tend to distribute the
stresses over a much wider area compared to the less stiff material. The effective length (Ley) is
defined as the extent of the stress pulse at a specified depth within the pavement system.

Based on its definition, the slope of the stress distribution as a function of material stiffness is
needed for the estimation of the effective length. Since no relationship exists to relate the
stiffness to the slope of the stress distribution, a simplified approach was used to overcome this
problem: the concept of equivalent thickness. This concept was first established by Odemark in
1949. Odemark’s method is based on the assumption that the stresses and strains below a layer
depend on the bending stiffness of that layer only. If the thickness, modulus and Poisson’s ratio
of a layer are changed, but the bending stiffness remains unchanged, the stresses and strains

h3E
—172’

below the layer should also remain unchanged. The stiffness of a layer is proportional to -

where h is the thickness, E is the modulus and v is the Poisson’s ratio of the layer. The
transformation shown in Figure 14 should not influence the stresses or strains in layer 2 provided
that:

hiE; _ h3E,

1-v2  1-v2 [44]
or
3B,  1-v2 [45]

2

= — X
he =y Ey " 1-v?

where he is known as the “equivalent” thickness.
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Figure 14. Transformation of a layered system using the Odemark’s method

Using the concept presented by Odemark, any pavement structure can be transformed into an
equivalent structure having the subgrade modulus and a total thickness given by equivalent
thickness, he. For simplicity, the stress distribution for a typical subgrade soil is assumed to be at
45 degrees and using this stress distribution the effective length can be computed at any depth.

4.3.1 Effective Depth and Length for Single and Tandem Axles

For any pavement layer, the effective length of the stress pulse is computed at a specific depth
for which the loading frequency is needed for the computation of the modulus and the following
linear elastic analysis. This depth is called effective depth (Z.r) and computed by the following

relationship:
— E; E
Zepr = Xisi (hisfa) + hnvi [46]

For example, in the case of a three asphalt layers pavement structure and for the calculation of
the tensile strains at the bottom of the asphalt layers, the Equation [5] is:

7 —i PO R P 47
eff — - i ESG 3 ESG [ ]
i=

The effective length of the load pulse at a specific depth under the wheel load is a function of the
axle configuration. The approach of calculating the effective length of the loading pulse is based
on the following assumptions:

1. No overlap occurs between axles at an effective depth smaller than the free distance
between axles.

2. Complete overlap occurs at effective depths larger than two times the distance between
axles.

3. In the interval between depths defined in 1 and 2, the effective length varies linearly with
depth on a log-log scale.

Thus, the effective length computation is a function of the axle type. In case of a single axle, no

overlap of stresses occurs at any depth because any other axle is very far. The effective length is
schematically shown in Figure 15 and mathematically defined by the following equation:
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Figure 15. Effective length computation - Single Axle

Figure 16 shows the layout of the tandem wheel configuration where “St” is the tandem spacing
between the axles in the direction of travel. Two stress distributions are formed because of this
configuration. No overlap between the two distributions occurs close to the pavement surface.
Then, stresses start to overlap until a complete overlap occurs at an effective depth larger than
two times the distance between axles (2 Sr).

Near the pavement surface, in the “no overlap” zone, two distinct stress pulses will be observed.
In this situation, the traffic repetitions must be multiplied by a factor of two (traffic multiplier,
N). At depths greater than 2 St, in the “full overlap” zone, this axle configuration will generate
only one stress pulse. The traffic multiplier in this situation is one (N =1). Between these two
limits (“partial overlap” zone), the effective length of the stress pulse and the traffic multiplier
are the functions of the amount of overlap of the stress pulses caused by the configuration.

The effective length and the traffic multiplier can be calculated in the three zones mentioned
above as follows.

4.3.1.1 No overlap zone: Zey < S1/2 - ac
The effective length for this condition is defined by the following equation:

As mentioned earlier, two distinct stress pulses can be observed resulting from the tandem axle
configuration. In this situation, the traffic count for the tandem axle is multiplied by 2, to account
for the twin peaks at this depth interval.
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Figure 16. Effective length computation - Tandem Axle

4.3.1.2 Partial overlap zone: S7/2 - ac < Zey < 2 St

As shown in Figure 16, at St/2 - ac, the effective length can mathematically be defined as Sr,

while at a depth of 2 St, the effective length is 5St + 2a.. Based on the third assumption

presented earlier, between these two points the effective length varies linearly with depth on a

log-log scale. Thus, the effective length can be calculated using the following equations:

log(Leff) = alog(Zeff) +b

log 5Sr + 2a,

St
b =logS; — alog (7 - ac>

The traffic multiplier for the partial overlap is given by the following relationships.

logN =alogZ.sr +b

log 0.5

2S
log <S_T _T )
2

St
b =log2 —alog (7 - ac>

a=

[50]

[51]

[52]

[53]

[54]

[55]
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4.3.1.3 Partial overlap zone: Zeff => 2 ST
The effective length for this condition is defined by the following equation:

Losr = Sy + 2a, + 27, 56
ff ff

Since full overlap occurs beyond this depth, only single resultant stress pulse occurs. Thus, the
traffic multiplier is one (N = 1).

4.3.2 Effective length for any Number of Axles

Generalized equations for multiple axles (n) are similar to those of the tandem axle and
summarized in Table 4.

Table 4. Generalized formulations for n number of axles (n=3 for tridem, n=4 for quad).

Zone Equation Note
No overlap zone: Zefr < S1/2 - ac Lepr = 2.(ac + Zesy) The traffic multiplier is
equal to the number of
axles (n) of the axle
configuration.
Partial overlap zone: St1/2 - ac < Zetr | 108Lesr = alogZysr + b Traffic multiplier (N) is
<2 (n-1) St where logN = alogZ,;s + b
Lo 351 = 1) +2a, where
8 S lo 1
a= T a= gn
2S:(n—1) _
log <—é - ) log ZS;TT(n D
2 ; 7 —ac
T
b=10gST—alog<7—aC> b=10gn—a10g(52—T—ac>
Partial overlap zone: Zefr => 2 St Lesr = Sp(n— 1) + 2a. + 2Z.¢¢ | The number of loading
(n-1) peaks and the traffic
multiplier is always
equal toone (N=1).

4.3.3 Selection of the frequency for the analysis

Figure 17 shows variation of frequency at different load levels in single axle load spectra, for
each depth (at the center of sublayer). As shown, different load levels in the axle load spectra of
single, tandem, tridem and quad axles will produce different magnitudes of the frequencies. This
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1s because it is assumed that the tire contact pressure is constant, as a result, the contact radius
will be different in different load levels. Considering different frequencies in different load levels
would significantly increase the computation time. Therefore, it is assumed that ‘equivalent’
frequency to be used in computation of the moduli of the AC layer is the frequency that
corresponds to the 18 kip single axle dual tire load (see the cross section of the red dotted line
with the curves in Figure 17).

300 T T o T T

z=0.25"

250 -

200 -

150 -

frequency (Hz)

100 -

50 -

Single axle load (kips)

Figure 17. Variation of frequency with load levels in single axle load spectra and depth.
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4.4 Effect of aging on the |[E*| of the AC sublayers: Global Aging System (GAS) Model

Effect of aging (due to heat and oxidation) on the modulus of the AC sublayers is considered
using the Global Aging System (GAS) Model. In the GAS model, the aged viscosity of the
binder is calculated and subsequently used in the |E*| master curve sigmoid formulation. The
GAS model includes four components:

- Original viscosity to mix/lay-down viscosity model

- Surface aging model

- Air void adjustment

- Viscosity-depth model

4.4.1 Original viscosity to mix/lay-down viscosity model

Asphalt binder viscosity at HMA placement is estimated as follows:

log (log(ne=0) = ao +a, log log (Morig) [57]
a, = 0.054405 + 0.004082 X code [58]
a, = 0.972035 4+ 0.010886 x code [59]
where;
M=o = mix/lay-down viscosity, cP (centiPoise)
Norig = original viscosity, cP (centiPoise)
code = hardening ratio (0 for average)

Codes used in original viscosity to mix/lay-down viscosity model are shown in Table 5. In order

to simplify the inputs and not requiring Hardening Ratio as an input, code = 0 is used in the
models. In addition, equation above is based on the original viscosity (norig). However, often

times the binder |G*| is measured on RTFO aged binder and used in calculation of Norig. In such
case, a0 =0 and al =1 is used in algorithms. So RTFO parameter is an input to the algorithms.
RTFO = 1 means RTFO aging is performed a0 = 0 and al = 1 is used, otherwise equations above

are used to calculate a0 and al.

Table S. Codes used in original viscosity to mix/lay-down viscosity model

Mix/Lay-Down Hardening Hardening Ratio (HR) Code
Excellent to Good HR <1.030 -1
Average 1.030 < HR < 1.075 0
Fair 1.075 < HR < 1.100 1
Poor HR > 1.100 2

Viscosity of the original asphalt binder is calculated from |G*| at a frequency of 10 rad/s using
the following relationship:
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* 4.8628
Norig = 1000 + 2L (1) [60]

10 \siné
where;
Norig = Viscosity, cP (centiPoise)
6 = binder phase angle

It is noted that if 17,,;, value calculated using equation above is above 2.7x10'2 cP, it is set equal
to 2.7x10'2 cP.

Once 74,44 is computed for different values of |G| corresponding to different temperatures (Ty),
A and VTS values are computed by fitting a linear equation and determining the slope and
intercept, using the A-VTS relationship shown below:

log log(norig) =A+ VTS *log (Tg)

[61]
Where;
Norig = mix/lay-down viscosity, cP (centiPoise)
Tg = Temperature in Rankine (°R = °F + 459.67)
A = Intercept of viscosity-temperature relationship
VTS = Slope of viscosity-temperature relationship

4.4.2 Surface aging model

Asphalt binder viscosity at the pavement surface at certain pavement age is calculated as follows:

log log(Nt=0)+A
log (10g(Nagea)) = 224z [62]

where;

A = -0.004166 + 1.41213(C) + (C) log(MAAT) + (D) loglog(n;=0)

B = 0.197725 4+ 0.068384log(C)

C = 10(274—.4—94—6—193.831log(TR)+33.9366log(TR)2)

D = 145521+ 10.47662 log(Ty) - 1.88161 log(Tx)?
Naged = aged viscosity, cP (centiPoise)

n=0 = viscosity at mix/lay-down, cP (centiPoise)

MAAT= mean annual air temperature, °F
Tk = temperature in Rankine (°R = °F + 459.67)
t = time in months

It is noted that if 44,4 value calculated using equation above is above 2.7x10'2 cP, it is set equal
to 2.7x10'2 cP.
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4.4.3 Air void adjustment

Asphalt binder viscosity at the surface is corrected for air voids using the following relationship:

log (10g(Magea) ) = Folog (109 (Nagea)) [63]
_ 1+1.0367x10™*(VA)(£)
VT 146.1798x1074(t) [64]
VA = VAorig+0.011(¢)-2 +2 [65]
1+4-.24><10_4(t)(MAAT)+1.169x10_3< : >
Morig,77

where;
Nagea = Viscosity at the surface is corrected for air voids
VAorig = initial air voids in HMA
t = time in months since
MAAT= mean annual air temperature, °F
Norig77= original binder viscosity at 77 °F, MPoise (Mega Poise)

It is noted that the formulation above resulted in unreasonable results as described later in this
section. Therefore, these equations were omitted in the models by simply equating F, to unity
(e, E, =1).

4.4.4 Viscosity-depth model

Aged viscosity as a function of depth based on the aged viscosity from the surface and viscosity
at mix/lay-down is calculated using the following relationship:

_ nt(4+E)—E(¢=0)(1—42)
tz = 4(14Ez) [66]

where;

Nz= aged viscosity at time t, and depth z, MPoise
nt = aged surface viscosity, MPoise

Z depth, in

E 23.83e(~0-0308 MAAT) '\yhere

It is noted that if any 7, , value calculated using equation above is above 2.7x10'? cP, it is set
equal to 2.7x10'2 cP.
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4.4.5 Discussion on the GAS model

An observation was made when the GAS model was implemented by following exact steps

described above. As shown in Figure 18, the modulus values actually decreased with time. An

investigation of why this happened revealed that the Fv parameter (the air void adjustment) was
causing this phenomenon. As shown in Figure 19, the air-void corrected viscosity starts to
decrease after about 30 months. Figure 20 shows the change in air voids and parameter Fv with

time, where significant decrease in Fv is observed. Since Fv is a multiplier to the aged viscosity,
after certain months, it causes the viscosity to decrease. While reading through the original paper
describing the GAS model (Mirza & Witczak, 1995) it was realized that this parameter was
actually an ‘optional’ parameter. A screenshot of the AAPT paper Mirza and Witczak. discussion
1s shown in Figure 21. Therefore, it was decided to set Fv = 1, i.e., air void adjustment is

ignored.
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Figure 18. Comparison of MEPDG and MEAPA results for |E*| at top 0.5” sublayer, using
the GAS model as described in the formulations. Climate: Lansing, MI.
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DR. MIRZA: That is right if you have more permeable or higher air going into the mix it is going to be more
oxidized and you are going to have a harder pavement at more deeper depths. That is why I had an adjustment
factor to account for the air voids. I used this adjustment factor as an optional factor because a very limited number
ol data was available for the air voids which is, I believe, a very important lactor in the age hardening properties of
asphalt binders. In conclusion, I can say that the models developed were based on the data we can extract from the
previous research studies. In fact, this study gives good guidelines for future research studies to include the
variables that were not previously included in the rescarch studies in the development of these models.

Figure 21. A snapshot from the discussion section of the AAPT paper Mirza and Witczak.

Mid Quintile AC sublayer temperature (AC(1), h=0.5")
6000000

5000000
4000000
3000000

2000000 U U

1000000

|E*| psi

—— MEPDG

d | & u u ---- MEAPA

0 50 100 150 200
Time(monhs)

Figure 22. Mid Quintile AC sublayer temperature (AC(1), h=0.5") when Fv =1 is used.
Climate: Lansing, MI
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4.5 Thermal Cracking

An overview of the thermal cracking model and basic formulations are shown in Figure 23. As
shown, the basic propagation of the thermal crack length (C) within the depth of the pavement is
based on a simplified Paris law. Once the C is computed, a probabilistic standard normal
distribution is assumed and actual observed crack on the surface, in terms of ft per mile, is
computed.

The thermal crack model includes the following basic steps:

l.

2.
3.

Convert dynamic modulus |E*| to relaxation modulus E(t) using Prony-series based
procedure

Calculate the thermal cracking fracture growth (Paris Law) parameters (e.g., m-value)
Calculate thermal strains caused by temperature fluctuations at different sublayers (using
coefficient of thermal expansion/contraction)

Calculate reduced time using dynamic modulus master curve shift factor coefficients.
Solve convolution integral to compute the thermal stresses via state variable
implementation (most time-consuming component)

Convert hourly stress fluctuations into daily max and daily minimum stresses.
Calculate maximum and minimum stress intensity factor (K) in a given day, then
calculate AK = Kmax-Kumin.

Calculate parameter A from the indirect tensile strength of the layer where the crack tip
is, and m-value

Calculate AC and update the crack length C < C + AC

. Calculate the observed amount of thermal cracking (Cr) using the standard normal

distribution equation, and using the crack length C.
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Crack growth model
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where: AC = change in crack depth due to a cooling cycle
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A,n = empirically determined fracture parameters
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The amount of transverse cracking expected in the pavement system is predicted by
relating the crack depth to an amount of cracking (crack frequency) by the following
expression:

logC/h
C=B N =)
where:
Cr = Observed amount of thermal cracking.
B = Regression coefficient determined through field calibration.
N(z) = Standard normal distribution evaluated at (z).
o = Standard deviation of the log of the depth of cracks in the
pavement.
C — Cl'ack dcpth. Hierarchical Level | S; o E B
h = Thickness of asphalt layer. ; :88 8323 igg% f?
3 400 | 0.769 | 10,000 | 3

Figure 23. An overview of the thermal cracking model and basic formulations.
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4.5.1 Conversion of |[E*| to E(t)

Since there is a correspondence between the |[E*| and E(t), one can be computed from the other
one. This eliminate the need for including the creep compliance (D(t)) as an input, as is done in
MEPDG. In the conversion procedure, both |E*| and phase angle of the asphalt mixture is needed.
Since phase angle is always measured during |E*| test, this does not constitute an additional input
requirement. The |[E*| to E(t) conversion procedure is originally described in the original paper by
Park and Schapery (Park & Schapery, 1999). However, the steps were not very clear in the original
paper and validation using asphalt mixtures was not given. A step-by-step description and
laboratory validation of this procedure is given by Jamrah and Kutay (Jamrah & Kutay, 2015)

General steps of the interconversion procedure is given below:

1. Calculate the storage modulus(E’(wg)) as a function of reduced angular frequency (wg)
using the dynamic modulus (JE*|) and phase angle (3):

E'(wg) = |E*(wg)|cos (6(wg)) [67]

2. Fita sigmoid function to the E'(wg) data in a log-log scale.

3. Obtain the equilibrium modulus E,, from the minimum value of sigmoid fitted £’ in the
log-log scale.

4. Define Prony series representation of storage modulus (£’) is:

n

sz 2
E':E+Z i Op P

© = a)RZpiZ +1 [68]
5. Rearrange equation above:
n E 2 '2
E‘_Eoo — i 2a)R 2101
A oy p; +1 [69]

where wr=angular frequency, p; relaxation times of each Maxwell element, which are
selected to vary for several decades from 10-'° to 10'0s,

6. The relaxation strength (Prony series coefficients) E; can be calculated by defining
[A{X}=[C] (matrix operations) such that:

oy P
A .’ . — J
(J,1) a)Rjzpi2+l 707
X(@)=E, [71]
C())=(E',-E,) [72]

7. Solve for X in [A] {X}= [C] using least square method as follows:
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X=(A"A)"(AC) [73]

8. Knowing E, and E;, the relaxation modulus E(t) can be calculated using the following
relationship:

E(t) = Eo, + Y1, E;e("t/P0) [74]

where E _is the long time elastic modulus, 7 is the number of elements in the Prony series (i.e.
each Wiechert element) and p, are the retardation time given by:

s [75]
pi=r

1

where i and £ are the viscous damping and elastic coefficients of each Wiechert element (see
Figure 25).

An example relaxation modulus (E(t)) master curve computed from |[E*| and phase angle
master curves is shown in Figure 24. One of the parameters used in thermal cracking fracture
growth equation based on the Paris Law is the maximum slope (m) of the logE(t) -log(t) curve,
which is computed using the minimum value of the derivative of the logE(t) -log(t), i.e.,
d(logE(t))/d(log(t)), as shown in Figure 24. Then the facture parameter (n) is computed using the
following formula:

1

n=08 (1 + ;) [76]

where;
n = fracture parameter used in the exponent of the law
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Figure 24. Relaxation modulus master curve computed from |E*| and phase angle master
curves

4.5.2 Thermal strains caused by temperature fluctuations

The thermal strains at different depths caused by temperature fluctuations are computed by using
temperature at each depth at each hour during the entire analysis duration. For each depth (e.g.,
at the center of a sublayer), this corresponds to 365 days * 24 hrs = 8,760 strain values for each
year. For a typical pavement structure with 10 sublayers, and an analysis period of 20 years, total
1,752,000 strain values are computed. It is assumed that each sublayer is independently
expanding/contracting like a series of horizontal rods, as illustrated in Figure 25.

Thermally induced strains for each rod are computed using the following one-dimensional
expansion/contraction equation:

e(tg) = a(T(tg) — Tp) [77]

where
£(tg)=Thermal strain at the reduced time t,
a =Coefficient of thermal contraction (1/C). For AC, it can be assumed o =3x10-51/C (Islam & Tarefder,
2015)
T(tg)=Temperature of the sublayer at the reduced time of t,
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T, =Pavement temperature when the stress is zero. T,=135°C, temperature right after the construction,

can be assumed.

Surface of AC layer

Independent

Stress with Depth Uniaxial Rods

Bottom of AC layer

.
o(tg) = Exe(tg) + Z.ﬂ“iel(tzz)

Figure 25. Illustration of the assumption of independent rods during calculation of thermal

strains and stresses.
An example variation of thermal strains with time is shown in Figure 26.
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Figure 26. An example variation of thermal strains with time.

4.5.3 Calculate reduced time using dynamic modulus master curve shift factor coefficients.

The reduced time for each pavement sublayer with a different temperature (T(tg)) is computed
using the following formula:

t dt
tr = Jy o [78]
where
a(T) = Shift factor coefficient for each sublayer for each temperature T, log(a(T)) = a, (T2 - Trzef) +

aZ(T - Tref)

It is noted that the reduced time for each sublayer has a different magnitude for a given time t,
because of the temperature differences.

4.5.4 State variable implementation to solve for convolution integral for stresses

Viscoelastic stress response of each sublayer to thermal strains computed in the previous steps
(e(tg)) is computed using the following convolution integral:

o(te) = J,RE(ts — 1) = dr [79]
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where

E(ty,—1) = Relaxation modulus evaluated at time =t — 7
€ = Thermal strain at time = tg, £(tz))
o(tg) = Thermal stress at time = t,

T Time variable of the integration.

The equation above is impossible to solve tradionally for the duration of a typical analysis (e.g.,
for every hour for the duration of 20 years). Therefore, the state variable implementation, which
converts the solution to an incremental solution, is used (see (M.E. Kutay & Lanotte, 2018)). In
state variable implementation, the relaxation modulus is represented with a Wiechert
(Generalized Maxwell) model (see Figure 25) using the Prony series: E(t) = E,, +

>, E;e-t/pd),

o(tg) = Exe(tg) + Z?ﬂaﬁ’(t@ [80]

where o (tg) is viscoelastic stress at a reduced time tp (for each depth), E_is the long-time

elastic modulus, 7 is the number of elements in the Prony series (i.e., Generalized Maxwell
model), and & (¢)is the stress in each Maxwell element at time 7, which is computed using the

following incremental formulation:

O'fl (t)= e_(A’)/p“O'fl (t—At)+ i—‘:nl. [1 —e A ] [81]

where p,, n, and E,, respectively, are the retardation time, viscous damping and elastic
coefficients of each Generalized Maxwell element.

An example variation of viscoelastic stresses due to thermally induced strains is shown in Figure
27.

4.5.5 Daily maximum and minimum stresses and stress intensity factor

At this stage, hourly viscoelastic thermal stresses are used to compute the maximum and
minimum thermal stresses in a given day. Figure 28 illustrates the daily maximum (a,,,,) and
minimum (0,,;,) thermal stresses used in the thermal cracking formulations. Next step is to
compute the stress intensity factor (K). Stress intensity factor, K, is computed using a simplified
equation developed from theoretical finite element studies:

Kiin = Opmin(0.45 + 1.99 * €25¢) [82]

Kimax = Omax(0.45 + 1.99 % €256) [83]

where;
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Knaxr Kmin = Daily maximum and minimum stress intensity factor at depth of crack tip.
Omax: Omin = Daily maximum and minimum viscoelastic thermal stress at depth of crack tip, psi.

C, Current crack depth for a given day, in.
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Figure 27. An example variation of viscoelastic stresses due to thermally induced strains.
Please note that, in this example, there is a different asphalt layer at depth = 3”, which is

the reason for less stress response compared to the other depths.
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Figure 28. Illustration of the daily maximum and minimum thermal stresses used in the
thermal cracking formulations.

4.5.6 Calculation of crack depth (C,)

After calculation of daily maximum and minimum stress intensity factors, the stress intensity

increment is calculated:

AK = Kinax = Kin [84]

Then the parameter A is calculated from the indirect tensile strength of the layer where the crack

tip 1s, and n-value:
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A= 104.389—2.52*10g(10000*1DT*n) [85]

where;
IDT = Indirect tensile strength of the layer where the crack tip is, in psi.
n = Fracture parameter(n= 0.8 * (1 + 1/m))

Change in the crack depth is computed using the simplified Paris law:

AC=(KB,)"" 4-AK" [86]
AC = Change in the crack depth due to a cooling cycle.
AK = Change in the stress intensity factor due to a cooling cycle.
A n =  Fracture parameters for the HMA mixture.
Be =  Global calibration factor, equal to 16.
K = Local calibration factor (an input)

The depth of the crack length is updated for each day:

Co(taay +1) = Co(taay) + AC [87]
C, = Crack depth, in.
taay = Time, days
AC =  Change in the crack depth due to a cooling cycle in a day

Finally, the observed amount of thermal cracking (Cs) is computed using the standard normal
distribution equation:

_Gremuo)? [88]
Cr=Cl"%«——e %%
4 4 SeV2m
Cr = Crack length, ft/mile.
C]Z"ax = 2112 ft/mile (maximum possible observed crack length)
X =  Normalized crack depth fr a given day, in (see equation elow)
St =  Standard deviation of the normal distribution, s;= 0.769/2
Ue =  Mean of the normal distribution, which is equal to zero in this case.

Co

Xe = ﬁbgw <h_ac> [89]
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Figure 29. An example variation of computed thermal crack depth (C,) and observed crack
length (Cy)
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4.6 Layered Elastic Analysis program: MatLEA

A computationally efficient layered elastic analysis program, called MatLEA (coded in
MATLAB) was used in this work. The MatLEA is publicly available and formulations and
computational steps are almost identical to those of the MnLayer software (Khazanovich &
Wang, 2007). The concept is based on the Burmister’s multi layered elastic theory (Burmister,
1945) and MatLEA solution procedure is described in Appendix G. The main differences
between the MnLayer software and MatLEA are:

e A, B, C, D parameters (as described in described in Appendix G) are computed via 3D
matrix inversion (making the program faster)

e The integration over the ‘m’ (the inverse Henkel transform variable) is done via bulk
matrix operations.

An example run results of MatLEA for a 3-layer structure is shown in Figure 30. The evaluation
points are shown as black dots in the figures. The response of total 315 points were computed (9
Z-coordinates and 35 R-Coordinates). Runtime for this particular run was 137 milliseconds.
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- 250

200

150
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r(in) r(in)

Figure 30. An example run of MatLEA for a 3-layer structure
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A comparison of MatLEA results with those of CHEVLAY?2 for radial microstrain is shown in
Figure 31. Comparisons of MatLEA results with CHEVLAY?2 and JULEA programs for
microstrains in other directions are shown in Appendix H. As shown, a perfect match between
the MatLEA and CHEVLAY?2 is visible. Even though generally there is a good match between
MatLEA and JULEA, some differences were observed (see Appendix H). Given the fact that
MatLEA and CHEVLAY?2 agree with each other very well, the errors are possibly due to the
computational issues with JULEA program.

The MatLEA run time within MEAPA is about 100 milliseconds in the first run in a computer
with Intel Core 17 processor with 2.5GHz speed (16 GB RAM). However, in subsequent runs in
the ‘for loop’ that is going over the quintiles and months, it takes about 30 milliseconds for each
run.
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Figure 31. A comparison of MatLEA results with those of CHEVLAY?2 for radial
microstrain (which is used in models of bottom-up and top-down cracking)
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4.7 Bottom-up Fatigue Cracking

The bottom up fatigue cracking is based on the traditional fatigue life formulation, Miner’s law
of linear damage growth and transfer functions converting damage to observed fatigue cracking
in the field. The material level traditional fatigue life formulation used herein are as follows:

1\Br2kr2 ;1\ Prskrs 90
=i () () o
Vbhe _
C= 104.84(Va+vbe 0.69) [9 1]
b -1
Coropu = (bbul + 1+ e(b::ib,whm.) j [92]
where,
& =  tensile strain at the bottom of AC
N¢ = Number of cycles to failure, for bottom-up cracks
K1 k2 kf3 = Global field calibration parameters (from the NCHRP 1-40D re-calibration;
e ~ kf1 =0.007566, kf2 = -3.9492, and kf3 = -1.281).
BfL, Bf2, B3 = Local or mixture specific field calibration constants; for the global calibration
P ~  effort, these constants were set to 1.0.
hac = height of the AC layer
bbui =  Coefficients: bbu1=0.000398, bbu2=0.003602, brus=11.02, bbus=3.49
E =  Equivalent modulus of bottom layer (at the given temperature/frequency)
Vbe =  Effective asphalt content by volume, %
Va =  Percent air voids in the HMA mixture, %

The critical strain at the bottom of AC is computed at several analysis locations for single,
tandem, tridem and quad axles. For each axle, the simulation is done for dual tires.

4.7.1 Calculation of Damage

Figure 32, Figure 33, Figure 34, and Figure 35 show critical strains computed by single, tandem,
tridem and quad axles, respectively. As shown, the critical strains are computed at different X
and Y locations at the bottom of the AC layer. This is needed for simulation of wheel wander
and include its effect in the accumulated damage. For each axle, the maximum strain profile in
Y direction is identified. An example of maximum strain profile for different axles is shown in
Figure 36. This strain profile is used to calculate the number of cycles to failure for different
locations in X direction, which is subsequently used in calculation of bottom-up damage due to
each axle using the following formula:

single

o0 -5 o
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Figure 32. Critical strains computed at the bottom of AC due to single axle dual tire
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Figure 33. Critical strains computed at the bottom of AC due to tandem axle dual tire
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X- or Y- microstrain
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T
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Figure 34. Critical strains computed at the bottom of AC due to tridem axle dual tire
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o o
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o

Quad Axles
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Figure 35. Critical strains computed at the bottom of AC due to quad axle dual tire
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Figure 36. Maximum strain profile for different axles.
}:gndem [94]
ptandem yy — LLWik
‘t{idem [95]
piridem yy — LLWik
‘quad [96]
unad X — Lt,wg
where;

Ny (X) = Number of cycles to failure based on the tensile strain each location in X direction.

Nisti';f;e = Number of single axles for each month i (i = 1...12), foryeart (t = 1 ...t,, where t, is analysis
” duration), corresponding to axle weight w, Where k = 1...39 and w;, = 3000, 4000, ... 41000 (Ib).
Nifm‘iem = Number of tandem axles for each month i (i = 1...12), foryear t (t = 1 ...t,, where t, is analysis
duration), corresponding to axle weight w, Where k = 1 ...39 and w;, = 6000, 8000, ... 82000 (Ib).
Nf{f;,‘vi,‘zm = Number of tridem axles, for each monthi (i = 1...12), for year t (t = 1...t,, where t, is analysis
duration), corresponding to axle weight w;, where k = 1 ...31 and w;, = 12000, 15000, ... 102000

(Ib).
Niq;“zd = Number of quad axles i, for each month i (i = 1...12), foryeart (t = 1...t,, where t, is analysis
K duration), corresponding to axle weight w, Where k = 1...31 and w;, = 12000, 15000, ... 102000
(Ib).

An example bottom-up damage due to a single axle (Dging te (X)) is shown in Figure 37.
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4.7.2 Inclusion of the Effect of Wheel Wander

In order to simulate the effect of wheel wander, a standard normal distribution is used. The area
under a standard normal distribution curve can be divided into five equal intervals, with
normalized center points of -1.2816, -0.5244, 0, 0.5244 and 1.2816. Wheel wander is simulated
by multiplying the wheel wander standard deviation (Sq), which is an input, by -1.2816, -0.5244,
0, 0.5244 and 1.2816 and subtracting from each X-coordinate. Then total computed damage (D)
in Figure 37 is divided by 5 and shifted damage curves (D1, D2, D3, D4 and Ds) are obtained, as
shown in Figure 38.

DI (X) = g DK S, ¢ ) 971
Dlgzr;dem(x) Dtandem(X Sd % pl) [98]
D™ (1) = 2 DX — S+ p) 5]
1
DA (X) = g DI(X = S, + ) [100]
where;
;L”Lgle (X) = Damage in positionX, in ## month, ;% quintile (temperature), due to single axle, at

shifted location.
Damage in position X, in ## month, j*# quintile (temperature), due to tandem axle, at
shifted location.

D gandem (X)

D;;g?em (X) = Damage in position X, in ## month, j# quintile (temperature), due to tridem axle, at
shifted location.
Dg;“;d X) =  Damage in position X, in ## month, j# quintile (temperature), due to quad axle, at
’ shifted location.
Sq =  Wheel wander standard deviation, in.
Di =  Standard normal distribution center points: -1.2816, -0.5244, 0, 0.5244 and 1.2816
1 0_5 T T T T T T T T
o
[
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Figure 37. Damage distribution due to a single axle (D} e (x))
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Figure 38. Simulation of wheel wander by shifting the damage distribution. Each subfigure
shows D5"9'e X).

bu,i

Then, via interpolation, damage at each original analysis point in X-direction is computed and all
the damage is summed up as follows:

single > single
DI (=) D) [101]
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Jtwg bu,i

5
ptandem ryy — ptandem (y [102]
=) DRI

. 5 .
D™ (= ) Diitem(x) [103]
i=
5
quad _ quad
Dt 0= ) DRt [104]
where;
Djst"xgle (X) = Damage in positionX, in #" month, ;% quintile (temperature), due to single axle with
* weight wy,
Djtt‘f;fem (X) = Damage in position X, in ## month, j# quintile (temperature), due to tandem axle with
weight wy,
D]Ftrvf,‘iem (X) = Damage in position X, in ## month, j# quintile (temperature), due to tridem axle with
weight wy,
th’;)ad X) = Damage in position X, in ## month, j# quintile (temperature), due to quad axle with
* weight wy,
An example D].Stl‘:,l‘: ' (X) is shown in Figure 39. Once the damage distribution (after considering
wheel wander) above is computed, then the maximum damage D;""Y te which is the

jtwi—max >
maximum damage in # month, j” quintile (temperature), due to & axle (single, tandem etc.) is
computed, as illustrated in Figure 39. Then total damage in all quintiles, due to all weights in all
axles is computed

5 NW
ingl i d
D@ = ) 3 O+ DR + D+ D ) [105]
Dy, (t) = Total bottom-up damage in month t.
NW = Number of weight categories for each axle (equals to 39 for single and
tandem, 31 for tridem and quad)
j = Quintile number

An example variation of damage with time (D, (t)) is shown in Figure 40.

Once the damage caused by the axles for each month is computed, cumulative damage is
calculated using the following formula:

Dam(® =) Dyut) [106]

where;
Doy () = Cumulative damage at the bottom of the HMA layers.
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Dj',;’ax(t) = max damage in t month, ¥ quintile (temperature), due to k" axle (single, tandem etc.)
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Figure 39. Total damage distribution after wheel wander.
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Figure 40. An example variation of bottom up damage with time.

4.7.1 Bottom-up Fatigue Cracking Transfer Function

The magnitude of bottom-up fatigue cracking us computed using the following empirical transfer
function:
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where

FCbottom—up (t)

Dcum (t)
Ci-bu

Gy
G,

FCoottom-up() = (%)( Cacu ) [107]

1+ e(cl—bu*C;+C;_bulo.9 (Deum (1))

Area of alligator cracking that initiates at the bottom of the HMA layers, percent of
total lane area.

Cumulative damage at the bottom of the HMA layers.

Transfer function regression constants; C4-bu = 6,000; C1-bu = 1.00; and C2-bu
=1.00

—2*C,

—2.40874 — 39.748(1 + h,) 2856

An example cumulative damage and bottom up fatigue cracking is shown in Figure 41.
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Figure 41. An example cumulative damage and fatigue cracking for a climate of Tampa,
FL, structure of 4”AC (PG70-28), 6” Base, Subgrade, with full axle load spectra as input.
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4.8 Top-Down Cracking

Longitudinal top-down cracking originates near the surface and it is thought to be due to
maximum tensile strain near the surface. In MEPDG documentation, it is stated that maximum
tensile strain at the surface between the tires was the maximum observed in the cases analyzed in
NCHRP 1-37A project (ARA Inc. ERES Consultants Division, 2004). In this work this
conclusion could not be replicated. It was observed in this work that the magnitudes of the
maximum tensile strain values in X- and Y- directions were quite low (see Figure 42).
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Figure 42. Critical strains computed at the top of AC due to tandem axle dual tire

Several researchers noted that three-dimensional stress state near the surface include significant
shear as well as axial strains (Wang et al., 2012; Wang & Roque, 2011). In a paper by Wang and
Roque (Wang & Roque, 2011), the importance of use of principal strains in top-down cracking
modeling is noted as follows: “...Study by the authors indicated that shear induced principal
tensile stress (SIGMA-1) at tire edge could be 2 to 3 times greater than bending stress in
magnitude at AC surface, which might be more likely responsible for the initiation of top-down
cracking...”. Strain distribution in cartesian coordinate system and in principal directions for an
example 3-layer structure is shown in Figure 43. As shown, the large magnitudes of tensile strain
are observed in principal directions near the surface. It is postulated that these strains near the
surface cause crack initiation, in an inclined/diagonal direction (not X- or Y-direction), which is
consistent with the conclusions of past researchers (Wang et al., 2012; Wang & Roque, 2011)
who have significant experience in modeling top-down cracking.
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Figure 43. Strain distribution in cartesian coordinate system and in principal directions, for a 3-layer structure.
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In MEAPA, for top-down cracking, maximum major tensile principal strain near the tire within
top 0.5 of the asphalt pavement layer was used in the fatigue life formulation instead of the
maximum horizontal tensile strain (X- or Y-direction) at the surface. A more recent top-down
cracking model is the model developed as part of the NCHRP Project 01-52 (Robert L Lytton et
al., 2018). However, NCHRP Project 01-52 project resulted in a procedure based on Paris’s law
of fracture growth and uses Artificial Neural Networks (ANNSs) to estimate the J-integral.
Unfortunately, trained ANN for the J-integral is not publicly available (only available to
AASHTO). This makes it impossible for the results of NCHRP Project 01-52 to be used by any
institution other than AASHTO. The use of maximum major principal strain near the pavement
surface near the tire is the best intermediate solution until a more accurate and publicly available
model is developed.

The material level traditional fatigue life formulation used herein for top-down cracking is the
same as that of the bottom up cracking:

Brakg2 Brsk
1 1\Prs¥ss
Ny = CHCﬁflkﬂ( — ) (E) [108]
t—principal
Vbe
C= 104.84(Va+bvbe—0.69> [109]
b -1
_ d2

Chroa = (b,d] 1 e(b,:rbmhm ) [110]

where,
Et—principal =  Maximum principal tensile strain at the within the top 0.5” of AC surface layer

N¢ = Number of cycles to failure, for top-down cracks
Global field calibration parameters (from the NCHRP 1-40D re-calibration;

KfL k2, k3 = kfl = 0.007566, kf2 = -3.9492, and kf3 = -1.281).

Bf1, Bf2, B3 = Local or mixture specific field calibration constants; for the global calibration
e effort, these constants were set to 1.0.

hac = height of the AC layer

buai = Coefficients: btd1= 0.01, btd2 =12, btd3 = 15.676 and btd4 = 2.8186

E =  Equivalent modulus of AC surface layer (at the given temperature/frequency)

Vbe =  Effective asphalt content by volume for the AC surface layer, %

Va =  Percent air voids in the HMA mixture for the AC surface layer, %

4.8.1 Calculation of Damage and Inclusion of the Effect of Wheel Wander

Similar to the procedure for bottom-up cracking, the critical strains were computed at several
analysis locations near the surface for single, tandem, tridem and quad axles (using dual tires).
Steps of calculation of damage due to different axles and simulation of wheel wander are
identical to those of bottom-up cracking, therefore, they will not be repeated for brevity. See the
subsections of Bottom-Up Cracking section titled “Calculation of Damage and Inclusion of the
Effect of Wheel Wander” for the details.
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4.8.2 Top-Down Fatigue Cracking Transfer Function

The magnitude of top-down fatigue cracking us computed using the following transfer function:

FCrop—down(t) = (10.56) ( Corta ) [111]

1 + e(C1-td—Cz2-talog (Dcum ()

where

FCtop—down(t)

Dcum (t)
Ci-ta» Co—ra and Cy_rq

Length of longitudinal cracks that initiate at the top of the HMA layer, ft/mi.
Cumulative damage at the top of the HMA layers.

Transfer function regression constants; C,_.q= 1,000; C; _,q=7.00; and
CZ—td=3'5

An example top-down fatigue cracking for a long-life (perpetual) and standard thick asphalt
pavement are shown in Figure 44.
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Figure 44. Example top-down cracking results for a long-life (perpetual) and standard
thick asphalt pavement

4.8.3 Validation of the Top-Down Cracking Model

In order to validate the top-down cracking modeling procedure described above, pavement
performance data from 13 freeway sections in different regions of Michigan was used. All the
inputs were obtained from MDOT’s database that was used in the previous Pavement ME
calibration efforts (Buch et al., 2009; Haider et al., 2014, 2016; Jamrah et al., 2014; M Emin
Kutay & Jamrah, 2013). Appendix I shows all the inputs used in the MEAPA for the pavement
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sections included in the validation. Figure 45 shows a comparison of measured and predicted top
down cracking, both using the MEAPA and the Pavement ME software. As shown, MEAPA
predictions are much closer to the line of equality and R? is higher as compared to the Pavement
ME. It is noted that, in this analysis, global calibration coefficients were used, i.e., local

calibration was not done.
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Figure 45. Comparison of the top down cracking predicted by the MEAPA model,
Pavement ME and Measured values for 13 MDOT sections.
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4.9 AC Rutting

AC rutting is primarily based on the vertical compressive strain and temperature of the AC layer.
First, the vertical compressive strains at the center of the AC layers are calculated from the
MatLEA analysis program. Then the following formula is used to compute the rutting ((Ayres Jr
& Witczak, 1998; Kaloush & Witczak, 2000; Leahy, 1989):

Ep(HMA) = Er(HMA) * k, - By - 10%1r . TB2rkar)(Bar-ksr) [112a]
Apamay = ep(HMA)hHMA [112b]
where;
ApHMma) = Accumulated permanent or plastic vertical deformation in the HMA layer/sub-
layer, in.
€p(HMA) = Accumulated permanent or plastic axial strain in the HMA layer/sub-layer, in/in.
E€r(HMA) =  Resilient or elastic strain calculated by the structural response model at the mid-
depth of each HMA sub-layer, in/in.
hnma) =  Thickness of the HMA layer/sub-layer, in.
n = Number of axle load repetitions.
T =  Mix or pavement temperature, °F.
kz =  Depth confinement factor (k&= k: below - Page 3.3.49 in MEPDG formulation).
k, = (C, + C, *depth) *0.328196“""
C, =—0.1039%h> +2.4868*h, —17.342
C, =0.0172 *h(i, —1.7331*%h,. +27.428
k1 = function of total asphalt layers thickness (hac, in) and depth (depth,
in) to computational point, to correct for the confining pressure at
different depths
Kir,2r,3r = Global field calibration parameters (from the NCHRP 1-40D recalibration; k7= -
3.35412, k2r=0.4791, k3r= 1.5606).
Bir, Bar, Bar = Local or mixture field calibration constants; for the global calibration, these

constants were all set to 1.0.

Unlike the fatigue models where linear damage accumulation (Miner’s law) is assumed, the
propagation of rutting is a nonlinear process. The plastic strain in the AC layers are calculated by
following equivalent cycles approach, which is described in the next subsection.

49.1 Equivalent Cycles Approach

The equivalent cycles approach is similar to the method described in the MEPDG documentation
((ARA Inc. ERES Consultants Division, 2004); Appendix GG). An illustration of the equivalent
cycles approach for calculation of plastic strain is provided in Figure 46. As shown, for an HMA
layer, the curves of the propagation of plastic strain in different months and quintiles
(temperatures) are different. In order to account for these changes in the predicted permanent
strain, the approach described below is used.
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Total plastic strain €,;_, at the end of sub-season i — 1 is calculated using the total number of
traffic repetitions n, ;_; (see point 1 in Figure 46), temperature of the particular season (T;_,)
and resilient (vertical) strain computed for this season (€,;_1):

Equivalent Cycles Approach Tie1 (Mar), €1

P Ti (Feb), &,

Ti1 (Jan), Eyi-1

€pji-1

Nt egiv.,i Ngi N n (CYCIGS)
Figure 46. Illustration of the equivalent cycles approach for calculation of plastic strain in
HMA
€pic1 = €viog - ky - 108 - T, Kor . pir [113]

In the next sub-season i, the layer temperature is T; and resilient (vertical) strain for load and
material conditions is €, ;. At the beginning of the next sub-season 1 (point 2), there is an
equivalent number of traffic repetitions n;_,gyy,; that corresponds to the total plastic strain at the
end of sub-season i-1 but under conditions prevailing in the new sub-season (Tj, €, ;). This

Nt —equiv,i €an be calculated from the following equation:

1/"731'
€yi_
Me—equivi = (—’” ! ) [114]

kqrTK2
kzew-IO 1TTl- r

By adding the number of traffic repetitions at season 1 (n;) to the total equivalent number of
repetitions (1 _quiv,;) and using it in the specific material model, it is possible to estimate point
3, which corresponds to the total plastic strain at the end of sub-season i (¢, ;):
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Ngi = Ne—equiv,i +n; [115]

€pi = €y ky - 105 T2 e [116]

An important note here is that since the process described above is nonlinear, order of loading
and the temperature quintiles matters. Figure 47 shows the effect of order of loading on the
predicted rutting, which can be significant. In this figure:
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Order 1 (default): For each month; calculations are done for quintile 1, quintile 2, quintile
3, quintile 4 and quintile 5, in this order. Within each quintile; single, tandem, tridem and
quad axle repetitions are applied, in this order.

Order 2 (reversed axle order): For each month; calculations are done for quintile 1,
quintile 2, quintile 3, quintile 4 and quintile 5, in this order. Within each quintile; quad,
tridem, tandem and single axle repetitions are applied, in this order.

Order 3 (reversed quintile order): For each month; calculations are done for quintile 5,
quintile 4, quintile 3, quintile 2 and quintile 1, in this order. Within each quintile; single,
tandem, tridem and quad axle repetitions are applied, in this order.
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Figure 47. Effect of order of loading on the predicted rutting

In MEAPA, Order 1 above is used, which produced similar results as the Pavement ME
software. A comparison between the Pavement ME and MEAPA results for AC rutting is shown

in Figure 48.
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4.10 Unbound Base and Subbase Layer Rutting

Unbound (base and subbase) layer rutting is computed using a procedure similar to the AC layer.
The basic phenomenological relationship is the model developed by Tseng and Lytton (Tseng &
Lytton, 1989), which is slightly modified during the NCHRP 1-37A project:

where;

Ap (unbound)

hunbound

ksl

le

B
& = .lekslngee_(g) [H7]

[118]

Ap(unbound) = Nunbound &p

Permanent or plastic deformation for the unbound layer, in.

Permanent or plastic strain, in/in.

Number of axle load applications.

Average vertical resilient or elastic strain in the layer/sub-layer and calculated by the
structural response model, in/in.

A parameter dependent on moisture content of the soil

A parameter related moisture content and resilient modulus of the soil

Ratio R, = ¢, /¢,, where;

go=Intercept determined from laboratory repeated load permanent deformation tests,
in/in.,

er=Resilient strain imposed in laboratory test to obtain material properties &, £ and
p, in/in.

Thickness of the unbound layer/sub-layer, in.

Global calibration coefficients; &s;=1.673 for granular materials and 1.35 for fine-
grained materials.

Local calibration constant for the rutting in the unbound layers; the local calibration
constant was set to 1.0 for the global calibration effort.

The parameters 5, p and R, = &, /¢, are computed using the following relationships (ARA Inc.
ERES Consultants Division, 2004):

where;

Mr
GWT
ay, a9

B = 10061119-0.017638W, [119]
1
In (%) \P [120]
=1 9 97
p =107 0%
p B
_ae’ + ageli) [121]
e 2
—-0.5603GWT0-1192
W.=51.712 <—> [z2]
¢ 2555

Water content (%).

Resilient modulus of the layer/sublayer (psi).
Ground water table depth (ft).

Coefficients; a; = 0.15 and aq = 20
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Since resilient modulus and moisture content can change from one month to another, a similar

equivalent cycles approach is needed to compute the progression of plastic strain (i.e. rutting)
with time.

4.10.1 Equivalent Cycles Approach

Total plastic strain &, ;_, at the end of sub-season i — 1 is calculated using the total number of
traffic repetitions n, ;_,, moisture content (and related parameters), and resilient (vertical) strain
computed for this season (&, ;_4):

(pi-1)

. [123]
Epi-1 = :leksl(sv,i—l)(Re,i—l)e <(nt’i_1)

>(Bi—1)

At the beginning of the next sub-season i, there is an equivalent number of traffic repetitions
N¢—equiv,i that correspond to the total plastic strain at the end of sub-season i-1 but under
conditions prevailing in the new sub-season (R, ;, p;, & ...€tc.). This n;_gqyp,; can be calculated
from the following equation:

Me—equivi = o [124]
AB:
A=In (M) [125]
gp,i—l

By adding the number of traffic repetitions at season 1 (n;) to the total equivalent number of
repetitions (1 _quiv,;) and using it in the specific material model, it is possible to compute total
plastic strain at the end of sub-season i (&, ;):

n.=n_.. . +n [126]

ti — t—equiv,i i

_((p_i)>(ﬁi) [127]
Epi = ﬁslksl(sv,i)(Re'i)e (i)

An example base rutting progression with time is shown in Figure 49.
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4.11 Subgrade Layer Rutting

Subgrade layer rutting is computed using a procedure very similar to the unbound base and
subbase layers. The same basic phenomenological relationship developed by Tseng and Lytton
(Tseng & Lytton, 1989) is used to compute plastic strain:

B
& = ﬁsubglksubglngee_(f_l) [128]
where;
& = Permanent or plastic strain in subgrade layer, in/in.
n = Number of axle load applications.
gy = Average vertical resilient or elastic strain calculated by the structural response model,
in/in.
B = A parameter dependent on moisture content of the soil
p = A parameter related moisture content and resilient modulus of the soil
R, = Ratio R, = g;/¢,, where;
go=Intercept determined from laboratory repeated load permanent deformation tests,
in/in.,
er=Resilient strain imposed in laboratory test to obtain material properties &, £ and
p, in/in.
ksubg1 = Global calibration coefficient k,;, 4, = 1.35 for fine-grained materials.
Bsun1 = Local calibration constant for the rutting in the unbound layers; the local calibration

constant was set to 1.0 for the global calibration effort. However, in this project, the
Bsup1=0.6 was used since this value produced more realistic subgrade rutting.

The parameters 8, p and R, = &,/¢, are computed using the same relationships as those of the
unbound layers described in the previous section.

For subgrade, vertical elastic strain (¢,,) is computed at two different locations: (i) top of
subgrade and (ii) 6 below the top of the subgrade. The progression of plastic strain at these two
locations were computed using the same procedure (i.e., equivalent cycles approach) described
in the previous section. At each season, the following k4, parameter was computed

ln( Ep,z:top—subgrade >

_ gp,z:(top—subgrade+6”) [129]
ksubg - 6
where;
€pz=top—subgrade = Plastic strain at the top of the subgrade, in/in

&€pz=(top-subgrade+e” = Plastic strain 6” below the top of the subgrade, in/in

It should be noted that the equation above assumes the strain on the top of the subgrade is more
than the strain within the subgrade. This may not be true in certain conditions and the Kgy,4

parameter may be negative, which is unrealistic. Therefore, if kg,p4 value is less than 10, it is
set to kgypg = 107°.

Finally, subgrade rutting is computed using the following relationship:
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w (1 — e_ksubghbedrock) [130]

Ap(subgrade) = k
subg

where;
€pz=top—-subgrade Plastic strain at the top of the subgrade, in/in
Subgrade rutting, in.
Depth to bedrock, ft.

Ap(subgrade)

hbedrock

0.2 I
—*— Subg Pavement ME

— — Subg MEAPA
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Figure 50. Comparison of Pavement ME and MEAPA for subgrade rutting
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4.12 International Roughness Index (IRI)

The IRI for flexible pavements is calculated using the following formula:

where;
IRI
IRI,
RD
FCtotal
TC
SF
Ci

IRI = IRI, + C;(RD) + C,(FCpotar) + C3(TC) + C4(SF) [131]

International roughness index, in/mile.

Initial IRI, in/mile

Total rut depth, in = Apyua) + Bpunbounay T Dp(subgrade)

Total fatigue cracking (including bottom-up and top-down cracking), %
Thermal cracking, ft/mile

Site factor

Calibration coefficients. The default values of these coefficients are: C1=40, C2=
0.4, C3=0.008 and C4+=0.015.

Total fatigue cracking in the IRI formulation above is computed using the formula below, which
assumes 12 ft wide design lane (to convert FC;,; from ft/mile to percentage):

FCiotar = FCpy + FCpq(

ft _1ft (assumed TD cracking width) 100 [132]
*
) 5280ft/mile * 12ft(lane width)

mile

Site factor is defined using the following set of equations:

where;

SF
Age
FI
Rain
P4
P200

Site factor

Swell = Ln [(Rain + 1) FI + 1) X 200:|

SF =(Frost + Swell) x Age'* [133]

134
Frost = Ln[ (Rain+1)x(FI+1)x P, | [134]

[135]

Pavement age (years)

Freezing index, °F-days.

Mean annual rainfall (in.)

Percent material passing No. 4 sieve for the subgrade soil
Percent passing No. 200 sieve for the subgrade soil.
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5. MODELING AC-CSM or AC-CSM-GB: ASPHALT CONCRETE OVER
CHEMICALLY STABILIZED MATERIAL

The Chemically Stabilized Material (CSM) layers provide a stiff base layer that serve a good
foundation for the overlying AC layers and help spread the load on a large area so that rutting in
the base, subbase and subgrade are minimized. However, the CSM layers can degrade over time
due to load-related fatigue cracking, which can propagate to the surface in the form of reflective
cracks. Therefore, progression of reflective cracking over time is predicted, in addition to the
other distresses. The following is the list of distresses computed for the AC-CSM and AC-CSM-
GB pavement types:

AC reflective cracking due to the fatigue damage in the CSM layer
AC top-down fatigue cracking (ft/mile)

AC bottom-up fatigue cracking (%)

AC thermal cracking (ft/mile)

Rutting — AC, base, subbase, subgrade (in)

International Roughness Index (IRI) (in/mile)

A

The steps of the calculation of AC top-down fatigue cracking, bottom-up fatigue cracking,
thermal cracking (ft/mile), and rutting of the AC, base and subgrade layers are identical to those
of the AC-GB pavement type described in the previous section. Therefore, it will not be repeated
here for brevity.

The general steps of the algorithm are as follows:
1. Development of the [E*| master curves for the AC layer(s)
. Sublayering of the structure
3. Calculating equivalent frequencies and load correction factors using the MEPDG
procedure
4. Running the climatic model and obtaining temperature at the center of each sublayer
Running the Global Aging System (GAS) model
6. Calculation of the elastic moduli in five quintiles in a given month using the temperature
at each quintile, frequency and the |E*| master curve coefficients.
7. Defining the critical strain locations for each type of distress
Running the thermal cracking model
9. Running the MatLEA structural response model at each quintile of each month, then:
a. Compute the top-down cracking increment
b. Compute the bottom-up cracking increment
Compute the AC rutting increment
Compute the CSM layer damage and cracking increment
Compute the base/subbase rutting (same model) increment
Compute the subgrade rutting increment.
Summation of the distresses computed during 5 quintiles of each month to
compute the cumulative monthly distresses.
10. Compute IRI values for each month

9]

*®

™o a0
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5.1 Reflective Cracking due to the CSM Layer

The reflective cracking due to a CSM layer is computed via a set of equations that include a
fatigue life formulation, Miner’s law of linear damage growth and a convolution-like transfer
function to convert damage to observed reflective cracking in the field. The material-level CSM
fatigue life formulation used herein is as follows:

0.972Bc1—nl
NpSM = 10%32?1? [136]
where;
Ot =  tensile stress at the bottom of the CSM layer (psi)
NESM = Number of cycles to failure for the CSM layer
MoR =  Modulus of Rupture (flexular strength) of the CSM layer, psi
Bets Bez =  C(Calibration factors, default equal to unity.

5.1.1 Calculation of Damage

The damage growth in the CSM layer is based on the Miner’s law of linear damage growth,
similar to the bottom-up fatigue cracking model in AC layer. Figure 32, Figure 33, Figure 34,
and Figure 35 show critical strains computed by single, tandem, tridem and quad axles,
respectively. For CSM layer, at each of these X- and Y locations, the maximum tensile stresses
are computed at different X and Y locations at bottom of CSM, and used to calculate the number
of cycles to failure using the following formula:

single
D'single _ 239 Ni't‘Wk [137]
J k=1 NfCSM
39 N}‘andem
ptandem _ Z Ltwi [138]
] k=1 NfCSM
tridem
ptridem _ 231 Ni,t,wk [139]
] k=1 NfCSM
quad
quad _ ' Nitw, [140]
D; - CcSM
J k=1 Nf
where;
NESM = Number of cycles to failure in CSM layer, based on the tensile stress at the bottom of CSM, in ith
f

month, jt quintile due to axle weight wk
Nisz"f‘vg’e = Number of single axles for each month i (i = 1...12), for year t (¢t = 1 ... t,, where t, is analysis
K duration), corresponding to axle weight w;, Where k = 1 ...39 and w;, = 3000, 4000, ... 41000
(Ib).
Nifm‘ffm = Number of tandem axles for each month i (i = 1...12), foryeart (¢t = 1...t,, where t, is analysis
duration), corresponding to axle weight w;, Where k = 1 ...39 and w;, = 6000, 8000, ... 82000

(Ib).
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Nf_;ﬁfv”,‘jm = Number of tridem axles, for each month i (i = 1...12), foryeart (t = 1 ...t,, where t, is analysis
duration), corresponding to axle weight wy, where k = 1...31 and w;, = 12000, 15000, ... 102000

(Ib).
?;‘;d = Number of quad axles i, for each monthi (i =1 ...12), foryear t (t = 1...t,, where t, is analysis
ok duration), corresponding to axle weight w;, Where k = 1...31 and w;, = 12000, 15000, ... 102000
(Ib).

Total damage in each quintile due to each axle are added to total damage

5 .
Desm (8) = 2 (Dymate 4 ppandem . piridem 4 pauady [141]
j=1

Total CSM damage in month t.
k=1 for single, k=2 for tandem, k=3 for tridem and k=4 for quad axle
Quintile number

Dcsm (t)
k

J
Once the damage caused by the axles for each month is computed, cumulative damage is
calculated using the following formula:

DERW =) Deant) [142]

where;

D™ (t) = Cumulative damage in CSM layer.

5.1.2 Calculation of Reflective Cracking

First step in computing the reflective cracking on the AC surface is the computation of the
cracked area within the CSM layer using the following formula:

100
- 143
Chcom(®) = T——epmm [143]
where;
D™ (t) = Cumulative damage in CSM layer.
CApom (t) = Cracked area in CSM layer.

Then total reflected crack is computed using the following (convolution-like) equation:

t—-1
TRA(E) = Z RC(t = 1) * (CAeom(T + 1) = CApe (D) [144]
=1
where;
TRA(t) = Total reflected crack area, %.
CA (1) = Cracked area in CSM layer, as decimal (not %).
RC(t) = Percent cracking relected for age t

Percent cracking reflected for age t (RC(t)) can be computed using the following empirical
formula (Part 3, Chapter 6 of (ARA Inc. ERES Consultants Division, 2004));
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RC(H) = —20 [145]

1+ ea+bt
where;
RC(t) = Percent cracking reflected for age t
t = Time (in years)
ab = Constants;a = 3.5 + 0.75* hycand b = —0.688584 — 3.37302 * hj; 2915467

where hAC = total height of the AC layers above CSM layer.

5.1.3 Reduction of Modulus of CSM Layer Due to Damage

Typical CSM layer modulus is initially quite high. However, as fatigue damage grows within the
CSM layer, this modulus decreases with time. Reduction of modulus of CSM layer is modeled
using the following relationship:

Emax — Eniin 146
E() = Bnin + T e [146]
where;
Epax = Maximum CSM modulus, psi
Emin = Minimum CSM modulus, psi
DEER(t) = Cumulative damage in CSM layer, at the end of each month,t.

An example intermediate outputs of the CSM model is shown in Figure 51, which shows the
reduction in CSM modulus with time, growth of cracked area in CSM with time and progression
of reflective cracking.
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Figure 51. An example intermediate outputs of the CSM model including the (a) reduction
in CSM modulus with time, (b) growth of cracked area in CSM with time and (c)
progression of reflective cracking.

5.2 International Roughness Index (IRI)

The IRI for flexible pavements with CSM is calculated using the same formula as that of AC-GB
pavement type, except that the total load-related cracking includes the reflective cracking due to
the CSM layer:

where;
IRI
IRI,
RD
FCtotal
TC
SF

IRI = IRIO + Cl(RD) + CZ(FCtotal) + C3(TC) + C4_(SF)

International roughness index, in/mile.

Initial IRI, in/mile

Total rut depth, in = Apyua) + Apunbounay T Dp(subgrade)
Total load-related cracking, %

Thermal cracking, ft/mile

Site factor

[147]
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Ci = Calibration coefficients. The default values of these coefficients are: C1=40, C2=
0.4, C3=0.008 and C4+=0.015.

Total load-related cracking (F Ciy¢q;) in the IRI formulation above is computed using the formula
below, which assumes 12 ft wide design lane (to convert FC;,; from ft/mile to percentage):

ft ) 1ft (assumed TD cracking width) [148]

i N < * 100 + TRA(t
total bu td 5280ft 12ft(lane width) v

mile

mile
where;
TRA(t) = Total reflected crack area, %.
FCy, = Bottom-up fatigue cracking, %.
FCiy = Top-down fatigue cracking,%.

Site factor is defined using the following set of equations:

SF :(Frost+;S’well)><Agel‘5 [149]
[150]
Frost =Ln [(Rain +1)x(FI +1)x P4]
[151]
Swell = Ln [(Rain +1)x(FI+1)x ono]
where;

SF = Site factor

Age = Pavement age (years)

FI = Freezing index, °F-days.

Rain = Mean annual rainfall (in.)

Pa = Percent material passing No. 4 sieve for the subgrade soil

P200 = Percent passing No. 200 sieve for the subgrade soil.
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6. MODELING AC-EAC-GB and AC-EAC-CSM: ASPHALT CONCRETE
OVER EXISTING ASPHALT CONCRETE

Asphalt overlays over existing asphalt overlays are modeled somewhat similar to the AC-CSM
pavement type. The main difference is how the reflective cracking is computed. The following is
the list of the distresses computed for this pavement type:

A

AC reflective cracking due to the damage in the existing asphalt concrete (EAC)
AC top-down fatigue cracking (ft/mile)

AC bottom-up fatigue cracking (%)

AC thermal cracking (ft/mile)

Rutting — AC, base, subbase, subgrade (in)

International Roughness Index (IRI) (in/mile)

The steps of the calculation of AC top-down fatigue cracking, bottom-up fatigue cracking,
thermal cracking (ft/mile), and rutting of the AC, base and subgrade layers are identical to those
of the AC-GB pavement type described earlier. Therefore, it will not be repeated here for
brevity.

The general steps of the algorithm are as follows:

l.
2.
3.

4.

9]

*®

Development of the |[E*| master curves for the AC layer(s)

Sublayering of the structure

Calculating equivalent frequencies and load correction factors using the MEPDG

procedure

Running the climatic model and obtaining temperature at the center of each sublayer

Running the Global Aging System (GAS) model

Calculation of the elastic moduli in five quintiles in a given month using the temperature

at each quintile, frequency and the |E*| master curve coefficients.

Defining the critical strain locations for each type of distress

Running the thermal cracking model

Running the MatLEA structural response model at each quintile of each month, then:
a. Compute the top-down cracking increment

. Compute the bottom-up cracking increment

Compute the AC rutting increment

Compute the EAC layer damage and cracking increment

Compute the base/subbase rutting (same model) increment

Compute the subgrade rutting increment.

Summation of the distresses computed during 5 quintiles of each month to

compute the cumulative monthly distresses.

Qe o o

10. Compute IRI values for each month

6.1 Calculation of Damage and Reflective Cracking Due to Existing Asphalt Concrete

The existing asphalt concrete (EAC) layer modeled in a very similar to the traditional AC layer.
The main difference is that since the EAC layer is a ‘damaged’ layer, where in-situ dynamic
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modulus master curve is somewhat difficult to estimate. Similar to AC, the following sigmoid
formulation is used to represent the |E*| master curve for the EAC layer:

* _ C 152
10g(|E" lundamagea) = €1 + T4 oorraalos @) [152]

where;
|E* |undamaged = Dynamic modulus of EAC layer in undamaged state.
t, = Time of loading at the reference temperature.
C = Minimum value of E*.
¢ +cy = Maximum value of E*.
C3,Cy = Parameters describing the shape of the sigmoidal function.

The equation above represents the |E*| master curve of the EAC layer in its undamaged state.
Effect of damage on the [E*| master curve is modeled through the following relationship:

|E*|undamaged — 104 [153]
1 4 ¢—03+5log(DFLC(®)

|E*|damaged =10 +

where;
|E*|damaged = Dynamic modulus of the EAC layer in a damaged state (before overlay construction)
DEAC(t) = Total bottom-up damage within EAC layer in month t.

The calculation procedure of damage within EAC layer in month t (i.e., DE2¢ (t)) is identical that
of the bottom-up damage calculation procedure described earlier for the AC-GB pavement type.
The only difference is that the evaluation point for the maximum tensile strain is the bottom of
the EAC layer. As damage grows within the EAC layer, at the end of each month, DE2¢ (¢t) is
updated and used in the equation above to compute a new |E”|gamaged, Which is subsequently
used in the MatLEA strain calculations in the upcoming month.

In order to calculate the reflective cracking, cracked area within the EAC layer is needed (just
like the model for CSM), which is computed using the following formula:

100
= 154
CApac(®) 1 + e5-6DEAC(®) [154]
where;
DEAC(D) = Cumulative bottom-up damage within EAC layer in month t.
CAguc(t) = Cracked area in EAC layer.
Then total reflected crack is computed using the following (convolution-like) equation:
t-1
TRA(t) = Z RC(t — 1) * (CApac(r + 1) — CApac(D)) [155]
=1
where;
TRA(t) = Total reflected crack area, %.
CAguc(t) = Cracked area in EAC layer, as decimal (not %)
RC(¢t) = Percent cracking relected for age t
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Percent cracking reflected for age t (RC(t)) can be computed using the following empirical
formula (Part 3, Chapter 6 of (ARA Inc. ERES Consultants Division, 2004));

100 1
RC(t) = W [ 56]
where;
RC(¢t) = Percent cracking rfelected for age t
t = Time (in years)
ab = Constants;a = 3.5 + 0.75*hycand b = —0.688584 — 3.37302 * hj; 2915467

where hac = total height of the AC layers above EAC layer.
6.2 International Roughness Index (IRI)

The IRI formulations for AC-EAC pavement type identical to those of the AC-CSM pavement
type, therefore, they are not repeated here for brevity.
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8.1 Description of the MatLEA Solution

The MatLEA formulations and computational steps are almost identical to those of the MnLayer
software (Khazanovich & Wang, 2007). The concept is based on the Burmister’s multi layered
elastic theory (Burmister, 1945). The main differences between the MnLayer software and
MatLEA are:

e A, B, C, D parameters are computed via 3D matrix inversion (making the program faster)

e The integration over the ‘m’ (the inverse Henkel transform variable) is done via bulk
matrix operations.

In MatLEA solution, the boundaries between the layer interfaces are used to compute the main
parameters called A, B, C and D shown in the figures below. Problem geometry, dimensions and
material property inputs are illustrated in Figure G. 2.

Figure G. 3, Figure G. 4, Figure G. 5 and Figure G. 6 show the vertical displacement, horizontal
displacement, vertical stress and shear stress formulations. For each of these formulations,
boundary conditions at the interfaces were considered to come up with equations for A, B, C and
D of each layer (See Figure G. 9, Figure G. 10, Figure G. 11 and Figure G. 12). Then a grand
matrix created for solution of A, B, C and D based on the surface load (see Figure G. 13).

The grand matrix in Figure G. 13 is in the form of a linear system of equations defined as
[IMJ{X}=[Y] (matrix operations). The matrix X can be solved via least square method as
follows:

X = (MTM)~"1(MY)

Figure G. 1 Least squares solution formulation

Once A, B, C and D values in matrix X are obtained for each layer, equations shown in Figure G.
3, Figure G. 4, Figure G. 5, Figure G. 6, Figure G. 7 and Figure G. 8 are used to compute vertical
displacement, horizontal displacement, vertical stress, shear stress, radial stress and tangential
stress, respectively.
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Figure G. 2 Problem geometry, dimensions and material properties
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Figure G. 4 Horizontal displacement formulations
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Figure G. 5 Vertical stress formulations
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Figure G. 6 Shear stress formulations
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Figure G. 8 Tangential stress formulations

94




For z = h;, layer i: Wi(z=ny) =

Aiq

A;
1+e mh; —mh; mh; —mh; B;
E—i[—me i me ™hi (2 —4u; —mh)e™ (2 — 4y; + mh;)e ™) C.
D;
Apa
. ; B,
For z = 0, layer i+1: Wit1(z=0) = 1?”1 [-m m  (2—=4p1) (2= 441)] CTH
i+1 i+1
Diyq
At the interface between i and i+1; Wi,—p,) — Wit1(z=0) = 0
A;
1+ 1 1+ :
;”l [-me™m memhi (2 — 4w —mh)e™ (2 — 4p; + mhy)e "] lgl - %[—m m (22— 4pen) (2~ 4pien)] ?H
i 4 i+1 i+1
D

=0
A

i Ai+1

B: B;
[—me™  memhi (2 = 4p; —mh)e™ (2 —dp; +mh)e™] [ —al-m om (2= i) (2= 4pa)] cii =
i L

D:

i Di+1

@ = E;(1+ piv1)
OB+ w)

where

Then:

[~me™ me ™t (2 —4p; —mh)e™ (2 -4 +mhde™™ am  —am —a;(2 = 4pipy)  —ai(2 = 4]

or

[me™ti  —me mhi (=2 +4u; + mh)e™ (=2 + 4y —mh)e ™™ —am  am @ (2= 4pig) a2 — Apg)] A

Biv1

Civa

LD; 41

Diyq

Figure G. 9 Boundary condition at the layer interfaces, based on displacement
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Figure G. 10 Boundary condition at the layer interfaces, based on vertical stress

96



A;
orz = hy, layer 1. Uiz=hy) = 5, lme™"  me~mM (1 +mhye (=1 +mh)e c,
D;
Aiv1
. 1+4+u; B:
For z = 0, layer i+1: ui+1(Z=0):%[m m 1 -—1] C%H
i+1 i+1
Ditq
At the interface between i and i+1; Ujz=p;) — Ujz1(z=0) = 0
[A;] Aiv1
1+ B| 1+u B.
”L‘[memhi me~™ (1 +mh)e™  (—1+mh)e ™h]]| ! __/“l”l[m m 1 —1]|2* =0
E; Gi Eiyq Cisa
D] Diyq
A; Ajt1
B; B.
[me™  me=mhi  (1+mh)e™  (=1+mh)e "] Cl —aqm m 1 -1] CHl =0
i i+1
D] Diyq
where
o = Ei(1+ piy1)
"OE (1)
Then:
- A
B;
C;
D,
[me™ me—™hi (1 + mh;)e™h (=1 +mh)e ™ —am —am -—a; a A'L =0
i+1
Biy1
Cita
D14

Figure G. 11 Boundary condition at the layer interfaces, based on horizontal displacement

97




—

A
= h. 1 . — mhy; —mh; mhy —mh; B;
Forz = hi, ayer 1. Trzi = [me i —me i (Z‘LLL + mhi)e (ZMl - mhi)e ] Ci
D;
Aja
. B.
For z = 0, layer i+1: Trz(i+1) = [m —-m 2pq 2p44] Cl:i
l
Ditq
At the interface between i and i+1; Tp4i(z=h;) — Trz(i+1)(z=0) = 0
A; Aja
B; B:
[me™h  —me=mht  (2p; +mhy)e™ (2w —mh)e ™M | M —[m —m 24y 2] C:i =0
L
D; Diyq
Then:
- A
B;
Gi
D:
[me™hi  —me™™h  (2p; +mhy)e™ i (2u; —mh)e™™ —m M —2pipq —20i4] Ai+l-1 =0
By
Cia
D1

Figure G. 12 Boundary condition at the layer interfaces, based on shear stress
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Figure G. 13 Grand M matrix created for solution of A, B, C and D for each layer.
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9. APPENDIX H. Comparison of MatLEA with CHEVLAY?2 and JULEA.

Several example comparisons between the MatLEA solution and CHEVLAY?2 and JULEA are
shown in figures below.
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Figure H. 14 MatLEA vs CHEVLAY?2 Microstrain-z
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Figure H. 16 MatLEA vs CHEVLAY?2 Microstrain-t
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Figure H. 17 MatLEA vs CHEVLAY?2 Microstrain-rz
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Figure H. 19 MatLEA vs JULEA Microstrain-r
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Figure H. 20 MatLEA vs JULEA Microstrain-t
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